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Introduction

A profinite group is said to be just infinite (j. i.) if it is infinite and every non-trivial closed
normal subgroup is open, while it is said hereditarily just infinite (h. j. i.) if every open subgroup
is just infinite. Just infinite groups play a role in profinite group theory analogous to that of
simple groups in finite group theory. For example, every finitely generated pro-p group has a
just infinite quotient, so problems about pro-p groups may be reduced to problems about just
infinite groups, more or less like finite groups problems may be reduced to simple groups.

An other interest in (pro-p) just infinite groups is in coclass theory. In a paper from 1980, C.
R. Leedham-Green and M. F. Newman [28] started a project to roughly classify finite p-groups
somehow using their coclass (i. e. given a p-group of order pn, the difference between n and
its class), stating some conjectures that involved pro-p groups. These conjectures were later
proved in several papers ([27], [26], [13], [37], [23], [24], [36]) and research in this area revealed
the increasing interest in just infinite groups. The reader is pointed to [35] for a more detailed
review on the subject. A minor remark should be done here: in this context, we are mostly
interested in profinite groups of finite width.

Despite the importance of just infinite groups, a little is known about them. Exploiting a well
known paper by J. S. Wilson [43], it was shown by R. I. Grigorchuk [19] that any just infinite
profinite group either is a branch group or contains an open normal subgroup isomorphic to the
direct product of finite copies of an hereditarily just infinite group. This result is called Wilson’s
dichotomy. Thus, in studying just infinite profinite groups, we actually reduce to branch groups
and h. j. i. groups.

However things here become even more unclear. In particular, despite decades of research
on h. j. i. groups, we even lack examples. Actually, here it is the — short — full list of known
classes of h. j. i. profinite groups.

• The group of p-adic integers and some finite extensions. Indeed it is easy to observe that
a virtually abelian h. j. i. group must be a finite extension of Zp.

• Hereditarily just infinite groups of Lie type. LetG be an absolutely simple simply connected
algebraic group defined over a local field F . Then any open compact subgroup G of G(F )
whose intersection with the center of G(F ) is trivial is h. j. i. and it is said to have Lie type
[2]. This is a consequence of a well known result by R. Pink [29].

• Wilson’s groups. These are groups built taking inverse limits of iterated wreath product
of simple groups. They were first introduced by J. S. Wilson [44] and generalized by M.
Vannacci [40]. So far, they are the unique known examples of h. j. i. profinite groups that
are not virtually pro-p.

• The Nottingham group and some classes of subgroups. Actually, because of a celebrated
result by R. Camina [10], all pro-p just infinite groups are isomorphic to some closed
subgroup of the Nottingham group, thus it does not really make sense to speak about a

v



vi INTRODUCTION

category of h. j. i. groups that are subgroups of the Nottingham group. However, here we
mean groups which have a natural construction as subgroups of the Nottingham group and
do not belong to the other categories. Groups in this family are said to have Nottingham
type [2]. More details about this class will be given later.

From this list the reader might have noticed an other reason of interest in h. j. i. groups: they are
apparently always rather amazing groups on their own. Indeed, whereas the first two categories
are completely classical and well known, the other two are — on the other side — somewhat
exceptional, in many ways. Thus, for example, they have a similar — very strong — embedding
property. We have already mentioned the result by Camina [10]: the full statement says that
every countably based pro-p group is isomorphic to a closed subgroup of the Nottingham group.
Similarly, some Wilson groups contain a closed embedding of any countably based profinite group
[44]. So these groups are in some sense small, as every proper continuous image of every open
subgroup is finite, but on the other hand they are very large, in that they contain entire categories
of groups.

So, starting from middle ’00s, intensive investigations have been done about h. j. i. groups.
The earliest works aimed to find new examples among closed subgroups of the Nottingham
group, the most remarkable of which may be those introduced by I. Fesenko [18], Y. Barnea and
B. Klopsch [3] (see Section 5.2) and M. Ershov [14]. Then there have been also more abstract
result: characterizations (for example qualitative [32] and quantitative [30, 31] characterizations
by C. D. Reid) and even a full — although quite rough — classification. In fact, in a paper
published in 2011 [2], Y. Barnea, M. Ershov and T. S. Weigel obtained a complete classification
in four classes of h. j. i. groups through their abstract commensurator.

This is more or less the motivating context to investigate a generalization of the Nottingham
group. Before diving into the main subject of this thesis, it might be worth to spend some words
about the “classic” (not generalized) Nottingham group.

The Nottingham group may be defined in different ways. It is so called because of the first
appearance in the context of group theory due to D. L. Johnson [21] and his PhD student
I. O. York [45] from the University of Nottingham. They defined it as the group of formal power
series over a commutative ring R of the form t(1 + tf) — where f is any formal power series in
R[[t]] — under substitution. However the most interesting cases appear when R is a finite field
and in such a form it was already known in number theory to be the group of wild automorphisms
of the field Fq((t)) of Laurent series over the finite field Fq of order q. Details are skipped as
this are particular cases of definitions and results given in Chapter 1; for a specific overview on
the classic Nottingham group, the reader may want to look at [11]. Few computations show
that the Nottingham group over a finite field of odd characteristic is an h. j. i. pro-p group and
Hegedűs [20] proved that the same holds also when the field characteristic is 2. The interest in
the Nottingham group considerably increased after the already mentioned Camina’s result about
the embedding of countably based pro-p groups was published. Since then it has been subject
of intensive investigations in different fields, as this last property makes of the Nottingham
group the perfect test-group for conjectures, especially — but not exclusively — about pro-p
groups (an example in this direction is given in Chapter 7). Other results about the Nottingham
group have been proved: it is finitely presented [16]; if the field has order p and p is at least 5,
then its automorphism group coincides with the automorphism group of Fp[[t]] [22] and with its
commensurator group [15].

In 1995, before Wilson’s dichotomy was explicitly proved and therefore before the major
interest in h. j. i. groups, aiming to find new examples of just infinite groups, A. Shalev [34]
informally presented a joint work with C. R. Leedham-Green that introduced the so-called Cartan
type groups. These will be precisely defined in Chapter 3; so far, it is enough to know that they
are particular closed subgroups of a somewhat natural generalization of the Nottingham group.
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Indeed, the Nottingham group over Fp can also be defined as the group of automorphisms of
Fp[[t]] that induce identity on Fp[[t]]/(t2) [25]. Thus we can easily generalize it to automorphisms
of Fp[[t1, . . . , tn]] that induce identity modulo (t21, t1t2, t

2
2, . . . , t

2
n). Actually, the ring Fp[[t1, . . . , tn]]

has a natural filtration of characteristic ideals {mi}i∈N — namely the set of elements of order at
least i — and we define AutiFp

Fp[[t1, . . . , tn]] to be the group of automorphisms of Fp[[t1, . . . , tn]]

that induce the identity modulo mi+1. In this notation the generalized Nottingham group of
rank n over Fp is the group Aut1

Fp
Fp[[t1, . . . , tn]]. Such a group has a natural topology that turns

it into a pro-p group.
The feeling was that Cartan-type groups might be just infinite and Shalev even stated the

following theorem.

Theorem 0.1 (Theorem 8.5 [34]). When n > 1:

(i) {AutiFp
Fp[[t1, . . . , tn]]}i∈N coincides with the lower central series of Aut1

Fp
Fp[[t1, . . . , tn]];

(ii) Aut1
Fp
Fp[[t1, . . . , tn]] is finitely generated by n×

(
n+1
n−1

)
elements;

(iii) each quotient AutiFp
Fp[[t1, . . . , tn]]/Auti+1

Fp
Fp[[t1, . . . , tn]] is elementary abelian of rank n ×(

n+i
n−1

)
;

(iv) Aut1
Fp
Fp[[t1, . . . , tn]] is just infinite.

It is worth to say something more about this theorem. First of all, the hypothesis n > 1
is necessary only for the first statement, whereas all other assertions are true for the classic
Nottingham group (n = 1). Parts (i) and (iii) imply that the generalized Nottingham group
has infinite width. We already mentioned the width of a profinite group G: this is defined to be
supi≥1 |γi(G) : γi+1(G)| where {γi(G)} denotes the lower central series of G. Being of infinite
width makes the generalized Nottingham group (n > 1) less interesting in the coclass theory
context, but on the other hand it means that it is sensibly larger — in some sense — than
the classic Nottingham group, stressing the double nature (small and large) of these kind of
groups. Actually, as far as we know, it is the first example of (hereditarily) just infinite pro-p
group of infinite width. Finally, the fourth statement is not so simple to prove as for the classic
Nottingham group and it also sounds a little weak nowadays, in that we are now more interested
in knowing whether it is hereditarily just infinite or not.

However the proof of Theorem 0.1 was not published and Shalev himself warned to be careful
on these results as they were “not fully written up yet”. Nearly 25 years have passed since then
and still neither a proof nor even precise definitions of all these concepts have been published,
although Cartan-type profinite groups have often been considered a class of h. j. i. groups in
literature [5].

This thesis aims to partially fill such a gap. In particular we are going to define the generalized
Nottingham group over arbitrary rings and to prove its principal properties, among which points
(i), (ii) and (iii) of Shalev’s Theorem (Chapter 1). Concerning just infiniteness, we are going to
prove the following theorem.

Theorem 0.2. The generalized Nottingham group over a finite field of odd characteristic is
hereditarily just infinite.

This is a stronger version of the fourth assertion of Theorem 0.1. The restriction to odd char-
acteristic may not surprise the reader. Our guess is that also in characteristic 2 the generalized
Nottingham group may be h. j. i., but as for the classic case, the proof might be completely
different.



viii INTRODUCTION

In the meanwhile we give a — possible — precise definition of Cartan-type groups (Chapter
3) and we introduce other families of subgroups that might have some interest (Chapter 4 and
Chapter 5). In particular, using a result of Barnea and Klopsch for the classic Nottingham group
[3], in Section 5.2 we will be able to exhibit a non-trivial subset of the Hausdorff spectrum of
the generalized Nottingham group over a finite field of odd characteristic, which is profinite.
The Hausdorff dimension was originally defined for Euclidean spaces, to study fractal subspaces.
However its definition can be easily extended to any metric space, in particular A. Abercrombie
[1] introduced it in the word of profinite groups, where it fits very well since these are intrinsically
fractal, being compact and totally disconnected. The Hausdorff spectrum is the set of all possible
Hausdorff dimensions of subgroups with respect to some particular metric on the group. For
further details about the Hausdorff dimension, the reader is pointed to [35], [4] (in the profinite
context) and [17] (in the original setting).

Finally, in Chapter 7 we also prove a result in the context of probabilistic identities, namely
that k randomly chosen elements of the generalized Nottingham group generate a free abstract
subgroup of rank k.

Acknowledgement. I must thank my supervisor Prof. Thomas S. Weigel, for having introduced
to me the main topic of this thesis and for the good suggestions to improve it. I would like to
thank also Prof. Benjamin Klopsch: the problem faced in Chapter 7 was brought to my attention
by him and solved while I was visiting him at HHU in Düsseldorf. He also suggested me to extend
index-subgroups to the generalized case to deal with the Hausdorff spectrum (see Section 5.2).
Finally, I thank both Benjamin Klopsch himself and Jon González Sánchez for the patient and
careful corrections and suggestions to the preliminary versions of this thesis.

Notation 1. The letters Z, N0, N, Q and R respectively stand for sets of integer numbers,
non-negative integers, positive integers, rational numbers, real numbers. Whenever p is a prime
Zp denotes the ring of p-adic integers, while for any power q of p, the symbol Fq denotes the
finite field of order q.

Notation 2. Rings — unless otherwise explicitly stated — are meant to be Hausdorff topological
unitary and commutative rings. Thus in particular a ring morphism is continuous and preserves
the unity. In this same perspective, an ideal is the kernel of a (continuous) morphism, that
is an abstract ideal which is topologically closed. Note that requiring an Hausdorff topology
for R is just a mild restriction, as every ring can be considered a discrete topological ring and
any morphism between discrete ring is continuous; on the other side, if we endow R with a
more sophisticated topology, we gain some structures that might be useful. Thus it sounds very
reasonable to consider every ring a topological ring. As for other structures, such as topological
groups, when we want to temporarily forget the topological structure, we speak of abstract rings
(subrings, ideals, morphism,...).

Given a ring (in our meaning) R, the category of R-algebras is the coslice category of rings
with respect to R. In other words an R-algebra is a ring A endowed with a ring morphism R→ A
and a morphism ρ : A → B of R-algebras α : R → A and β : R → B is a ring morphism such
that the diagram

A B

R

ρ

α β

commutes. It follows that R-algebras are commutative, associative and unitary.
A remarkable exception to this notational rule about rings is for Lie rings. These are meant to

be Z-modules endowed with a binary Z-bilinear operation [ , ] — called Lie brackets operation —
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that satisfies [x, x] = 0 and [[x, y] , z] + [[y, z] , x] + [[z, x] , y] = 0 (Jacobi identity) for all elements
x, y and z of the Lie ring. Finally, as an R-algebra is a ring with the additional structure
of R-module — this is completely equivalent to our definition of R-algebra — similarly a Lie
R-algebra is a Lie ring with the additional structure of R-module, with respect to which Lie
brackets are R-bilinear.

Notation 3. Let R be any ring and let n be a positive integer. Then GLn(R) denotes the
general linear group over R, that is the group of matrices n × n with coefficients in R that are
invertible, that is whose determinant is invertible in R, while SLn(R) denotes the special linear
group over R, that is the subgroup of GLn(R) whose matrices have determinant 1.

Notation 4. Monoid and group product (so in particular composition of endomorphisms), ring
multiplication and scalar product (when dealing with modules) will usually be denoted by jux-
tapposition of factors, with no sign. However, a plus sign (+) is most often used for intrinsically
commutative operations (sums in rings, group operation of modules). A dot (·) will be used to
mark matrix multiplication, whereas a circle (◦) denotes the operation of substitution introduced
in Chapter 1.

Notation 5. For every structure with an underlying set A and for every ring R, the Kronecker
delta function on A to R is the function from A × A to R that maps (a, b) to δa,b that — for
every a, b ∈ A — is the identity of R if b = a, otherwise it is 0 ∈ R.
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Part I

The generalized Nottingham group
over arbitrary rings
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Chapter 1

Introducing the generalized
Nottingham group

In this chapter we give the first definitions and properties of the group of automorphisms of R[[t]]
(actually a subgroup of it, in general) and of the generalized Nottingham group. To start with,
we recall some theory about the ring of formal power series ([7], [8], [33] are used).

1.1 The algebra of formal power series

The main reference for this section is Bourbaki [8, 7].

1.1.1 Algebra and total algebra over a ring

Let R and M be a commutative ring and a commutative (additive) monoid respectively. The
support of a sequence (aα)α∈M ∈ RM is defined to be the set Supp(aα)α∈M of elements α ∈M
such that aα is not the zero element of R. The algebra of M over R is defined to be the R-
algebra R[M ] of finitely supported sequences (aα)α∈M ∈ RM under component-wise addition
and product given by

(aα)α∈M (bβ)β∈M =


cγ =

∑

α+β=γ

aαbβ



γ∈M

; (1.1)

see [8].
If we furthermore assume that for any γ ∈M there are finitely many pairs (α,β) ∈M ×M

such that α+ β = γ, we can also define the total algebra R[[M ]] of M over R in the same way,
allowing infinitely supported sequences.

Of course we have a natural embedding of R[M ] into R[[M ]], that allows us to use the same
conventions for both algebras. We usually write elements of these algebras as formal series,
adopting ∑

α∈M
aαt

α (1.2)

for the sequence (aα)α∈M . We may also omit summand whose coefficient is 0 ∈ R, using for
example tα to denote the element (δα,β)β∈M , where δα,β is the Kronecker delta function on M

3



4 CHAPTER 1. INTRODUCING THE NOTTINGHAM GROUP

to R. The zero element — usually simply denoted by 0 — in both these algebras is given by∑
α∈M 0tα, while the identity — denoted by 1 — is t0.
Since the total algebra R[[M ]], from a set-theoretic point of view, is exactly RM =

∏
α∈M Rtα,

when R is a topological group it may be endowed with the product topology. Then (R[[M ]],+)
is the product of topological groups and so it is itself a topological group. The product is also
continuous, as in each component is given by formula (1.1) that is a polynomial function over the
topological ring R. Thus R[[M ]] is a topological ring, as well as R[M ] endowed with the subspace
topology. Actually R[M ] is a dense subspace of R[[M ]].

Note that since R is Hausdorff, so it is R[[M ]] and, by Tychonoff’s Theorem, if R is compact
then so it is R[[M ]].

Finally, the following proposition is an easy exercise.

Proposition 1.1. Let G be a set of generators of M . Then {tα | α ∈ G} generate (both
abstractly and topologically) R[M ] and topologically generate R[[M ]].

By “topological” generation, we mean that the coarsest closed set containing the algebra
generated by G is R[[M ]] itself.

1.1.2 The free commutative monoid

Let n be a positive integer, consider the free abelian group F over a set of cardinality n and
choose a family of generators {ε1, . . . , εn}. Using the additive notation, any α ∈ F can be
uniquely written as a finite sum of generators:

α =

n∑

i=1

αiεi

where each αi is an integer. The word length of α is called weight and denoted by |α|, that is

|α| =
n∑

i=1

|αi|.

Of course we may identify the free commutative group with Zn and we may also consider it as
a poset by imposing α ≤ β — for every α = (αi)

n
i=1 and β = (βi)

n
i=1 in Zn — if and only if

αi ≤ βi for every i ∈ {1, . . . , n}. Such a poset is indeed a lattice, where the infimum and the
supremum of α and β are (min{αi, βi})ni=1 and (max{αi, βi})ni=1 respectively. This lattice can
be effectively represented by the Cayley graph of F .

We will mostly work with the submonoid generated by {ε1, . . . , εn}, denoted by N0
n that is

also a lattice.

Example 1.1. When n = 2, the Cayley graph of N0
n is represented by

(0, 0)

(1, 0) (0, 1)

(2, 0) (1, 1) (0, 2)

... ... ... ...



1.1. THE ALGEBRA OF FORMAL POWER SERIES 5

where each level (horizontal line) is associated to a particular weight. Though very simple, this
graph will turn out to be incredibly useful later on and it is worth to be represented.

Notation 6. From now on, bold lowercase Greek letters (especially the first ones occurring in
the alphabet: α, β, γ, . . .) are reserved for elements of N0

n.

Lemma 1.2. Let j be a positive integer. The number of elements in N0
n whose weight is j is(

j+n−1
n−1

)

Proof. Consider the set {1, . . . , j + n − 1}. There is a one-to-one correspondence between the
subsets of cardinality n− 1 of such a set and the n-tuples of non-negative integers whose sum is
j. Essentially a subset {a1 < a2 < . . . < an−1} is associated to (ai − ai−1 − 1)ni=1 ∈ N0

n where
we set a0 = 0 and an = j + n. Such subsets are exactly

(
j+n−1
n−1

)
.

1.1.3 Polynomial ring and formal power series algebra
By definition (compare [7]) the ring of polynomials in n indeterminates over R is the algebra
of N0

n over R, whereas the ring of formal power series in n indeterminates over R is the total
algebra of N0

n over R. When no ambiguity occurs, we denote them with R[t] and R[[t]] instead
of R[N0

n] and R[[N0
n]] respectively.

As already noticed, the algebra R[[t]] is Hausdorff and also compact if so it is R.
By Proposition 1.1, the algebra R[[t]] is topologically generated by {t1 := tε1 , . . . , tn := tεn}.

Let m denote the abstract ideal generated by t1, . . . , tn. and for every i ∈ N define mi to be
the abstract ideal generated by the set {xy | x ∈ m, y ∈ mi−1} where we impose m0 to be the
entire ring R[[t]]. Note that m1 = m. Any endomorphism φ of R[[t]] that preserves m preserves
also each mi, since they are constructed as “verbal” subideals. Moreover, each mi can also be
described as the set of formal power series f ∈ R[[t]] of the form

∑
|α|≥i fαt

α. So, seen as a
subset of RN0

n

=
∏
α∈N0

n Rtα, it is
∏
|α|<i{0} ×

∏
|α|≥iR that is closed, being the product of

closed subsets of R. So in particular all these abstract ideals are indeed topological ideals.

Definition. The order of f ∈ R[[t]] \ {0} is defined to be

ord (f) := max
{
i | f ∈ mi

}
,

whereas the order of 0 ∈ R[[t]] is canonically set to infinity.

Note that the order of a formal power series f =
∑
α fαt

α equals min{|α| | fα 6= 0}, hence
we may infer the following lemma, whose exact proof is an easy — and well known — exercise.

Lemma 1.3. Let f and g be in R[[t]]. Then ord (f + g) ≥ min{ord (g) , ord (f)} (and if equality
do not hold then ord (g) = ord (f) and f ≡ −g modulo mord(f+g)) and ord (fg) ≥ ord (f)+ord (g)
(and equality always holds if R is a domain).

Looking at the topological space of R[[t]] as the product
∏
α∈N0

n Rtα we have that, given a
base for the neighbourhoods U of 0 ∈ R, a base for the neighbourhoods of 0 ∈ R[[t]] is given by
sets of the form

U =
∏

α∈N0
n

Uαt
α,

where Uα ∈ U for every α ∈ N0
n and Uα = R but for finitely many α ∈ N0

n. The finiteness
condition on n-tuples α such that Uα is a proper subset of R implies there exists i ∈ N0 such
that Uα = R for every α of weight greater than i, that is U contains mi+1. In particular, if R is
discrete then the family of ideals {mi}i∈N forms a base for the neighbourhoods of 0, while if R is
not discrete mi is not open for any i ∈ N.



6 CHAPTER 1. INTRODUCING THE NOTTINGHAM GROUP

Proposition 1.4. The algebra R[[t]] is isomorphic to the inverse limit lim←−i∈NR[[t]]/mi.

Proof. The statement can be easily checked in many ways. For example one might show that
R[[t]] is homeomorphic to the usual construction (see [33] and (A.1)) of inverse limit.

1.2 Substitution and endomorphisms
Let us temporarily assume that R is discrete. We have already observed that R[[t]] is topologically
generated by t1, . . . , tn as R-algebra and therefore a continuous R-endomorphism is completely
determined by the images of the indeterminates. Moreover, since, for every i ∈ {1, . . . , n}, the
sequence (ti

j) converges to 0 as j tends to infinity, the images of t1, . . . , tn must have the same
property. By [7, Chapter IV, §4, Proposition 4], this is actually the unique condition, that is,
for every n-tuple x = (xi)

n
i=1 of elements in R[[t]] such that xij tends to 0 as j tends to infinity,

the map Φx from R[[t]] to itself, sending f ∈ R[[t]] to f ◦ x ∈ R[[t]] — where f ◦ x denotes
the formal power series f where we replace xi to ti for every i ∈ {1, . . . , n} — is a continuous
R-endomorphism.

Let x = (xi)
n
i=1 and y = (yi)

n
i=1 be two n-tuples satisfying the convergence hypothesis and

let Φx and Φy be the associated endomorphisms, namely the endomorphisms that for every
i ∈ {1, . . . , n} map ti to xi and ti to yi respectively. Then, for every i ∈ {1, . . . , n}

Φy(Φx(ti)) = Φy(xi) = xi ◦ y

and so the n-tuple associated to ΦyΦx is (xi ◦ y)ni=1, that will be denoted by x ◦ y. In other
words we obtained the following result.

Lemma 1.5. The set of n-tuples in (R[[t]])n that satisfy the previously mentioned convergence
property form a monoid under the operation ◦ (called substitution) anti-isomorphic to the set
EndRR[[t]] of continuous R-endomorphisms under composition.

Restricting this lemma to endomorphisms that preserve m — i. e. whose image of m is a
subset of m itself — we obtain a further refinement.

Proposition 1.6. The monoid of m-preserving continuous endomorphisms of R[[t]] under com-
position is anti-isomorphic to the monoid of n-tuples (xi)

n
i=1 in the direct product of R[[t]] with

itself n times such that xi ∈ m for every i ∈ {1, . . . , n}, under substitution.

Now we may want to leave the assumption on the discrete topology of R, as in general we
are interested also in different topologies. We shall recover generality from the next proposition,
but, before that, let us introduce some new notation.

Notation 7. The just mentioned set of n-tuples of elements in m is denoted by Mn(R). Moreover,
for every i ∈ N, we define M i

n(R) to be the set of n-tuples whose components are in mi (so that
Mn(R) = M 1

n (R)). The monoid of abstract m-preserving R-endomorphisms of R[[t]] is denoted
by EndmR[[t]].

Remark 1.7. Note that each M i
n(R) is a (closed) ideal of (R[[t]])n — being the direct product

of mi with itself n times — and the topological ring (R[[t]])n is isomorphic to the inverse limit
lim←−(R[[t]])n/M i

n(R), being the direct product of inverse limits.

Proposition 1.8. Let R be any topological ring. Every φ ∈ EndmR[[t]] is continuous.

To prove this proposition we need the following lemma.
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Lemma 1.9. Let V and W be free R-modules of finite rank endowed with the product topology.
Then every R-linear morphism φ : V →W is continuous.

Proof. Let {wj | 1 ≤ j ≤ s} and {ej | 1 ≤ j ≤ r} be bases for W and V respectively. For
every R-morphism φ : V → W and every v =

∑r
i=1 viei in V , we have φ(v) =

∑r
i=1 viφ(ei)

where in turn each image of ei is of the form
∑s
j=1 aijwj for some (aij)

r
i=1,

s
j=1 ∈ Rr×s. Thus

φ(v) =
∑s
j=1 (

∑r
i=1 aij)wj . As on W we have the product topology, the endomorphism φ is

continuous if and only if its composition with the projection on each component is continuous,
i. e. if and only if the map that maps (aij)

r
i=1 to

∑r
i=1 aij is continuous. But this is clearly true,

since R is a topological ring.

Proof of Proposition 1.8. As for every i ∈ N0, the ideal mi+1 is preserved by EndmR[[t]], we are
allowed to define a monoid morphism

χ̃i : EndmR[[t]]→ EndR(R[[t]]/mi+1) (1.3)

sending each φ ∈ EndmR[[t]] to the endomorphism χ̃i(φ) ∈ EndR(R[[t]]/mi+1) that maps each
equivalence class f+mi+1 to φ(f)+mi+1. Then φ = lim←−

(
χ̃i(φ) : R[[t]]/mi+1 → R[[t]]/mi+1

)
where

each χ̃i(φ) is an endomorphism of an R-algebra that is free and finitely ranked as R-module and
therefore, by the previous lemma, continuous. This implies that φ is continuous (see Remark
A.2).

So endomorphisms in EndmR[[t]] are continuous independently of the topology. In particular
are continuous for the discrete topology on R and therefore, by Proposition 1.6, the monoid
EndmR[[t]] is anti-isomorphic to Mn(R) under substitution.

Remark 1.10. There are some natural assumptions over R under which m is invariant under
abstract (e. g. when R is a finite integral domain or it is a field) or continuous (e. g. R discrete
integral domain) endomorphisms. In these cases {mi | i ∈ N} forms a chain of closed fully
characteristic (i. e. invariant under endomorphism) ideals whose intersection is trivial. Also, in
these cases EndmR[[t]] coincides with the monoid of (abstract or continuous) endomorphisms of
R[[t]].

1.2.1 Separation Lemma

Lemma 1.11. Assume R is an integral domain and let φ and ψ be two distinct abstract ring
endomorphisms of R[[t]]. Then either φ|m = ψ|m = 0, or for every i ∈ N there exists g ∈ mi such
that ψ(g) 6= φ(g).

Proof. First of all note that, since R is an integral domain — and therefore so it is R[[t]], by
Lemma 1.3 —, if there exists k ∈ m such that φ(k) 6= 0, then for every i ∈ N there exists ki ∈ mi

such that φ(ki) 6= 0, namely ki. Thus we may assume that for every i ∈ N there exists ki ∈ mi

such that φ(ki) 6= 0. Suppose that the restrictions of φ and ψ to mi coincide. Then for every
h ∈ R[[t]], we have ψ(kih) = φ(kih), whence φ(ki) (φ(h)− ψ(h)) = 0. As R[[t]] is an integral
domain, this implies that φ(h) = ψ(h) for every h ∈ R[[t]], that is φ = ψ.

Proposition 1.12 (Separation Lemma). Let R be an integral domain and let {φj}rj=1 (r > 1)
be a finite family of pair-wise distinct and continuous ring endomorphisms of R[[t]] that do not
annihilate on m. Then for every open subset A ⊆ R[[t]] there exists an open subset O ⊆ A such
that φj(O) ∩ φk(O) = ∅ for every 1 ≤ j < k ≤ r.
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Proof. We proceed by induction. First assume r = 2. Without loss of generality, we may assume
that A is of the form

{f +
∑

α

aαt
α | aα ∈ Uα}, (1.4)

where f is a formal power series in A and {Uα} is a family of open neighbourhoods of 0 in R
such that Uα = R for all α ∈ N0

n of weight greater than some positive integer i. In particular
A contains f + mi. By Lemma 1.11 there exists g ∈ mi such that φ1(g) 6= φ2(g) and therefore
if φ1(f) = φ2(f) then φ1(f + g) = φ1(f) + φ1(g) 6= φ2(f) + φ2(g) = φ2(f + g). Moreover if we
substitute f + g to f in (1.4) we obtain the same set. Thus we may assume φ1(f) 6= φ2(f).

Since R[[t]] is Hausdorff, we can find two open neighbourhoods U1 and U2 of φ1(f) and
φ2(f) respectively whose intersection is empty. Then, since φ1 and φ2 are continuous, the set
A ∩ φ−1

1 (U1) ∩ φ−1
2 (U2) satisfies the statement.

Finally, assume r > 2. By inductive hypothesis, we can find a chain A ⊇ O1 ⊇ O2 ⊇ O3 of
open subsets such that φk(Ol)∩φj(Ol) = ∅ for every k 6= l, j 6= l such that 1 ≤ j < k ≤ r. Then
O3 satisfies our requirements.

Corollary 1.13. For every at most countable family {φi ∈ EndmR[[t]] | i ∈ N} of pair-wise
distinct endomorphisms, the set of points in R[[t]] whose images through the endomorphisms of
the family are pair-wise distinct is a dense subset of R[[t]].

Proof. Let A be an open subset of R[[t]]. Then it contains a set of the form f +mi, for some f in
A and some positive integer i, that is an open set when R is discrete. Since all automorphisms
in EndmR[[t]] are continuous independently by the topology of R, we may apply the previous
proposition assuming R discrete and we find a chain of open subsets

A ⊇ O1 ⊇ O2 ⊇ O3 ⊇ . . .

such that φj(Oi) ∩ φk(Oi) = ∅ for every i ∈ N and every 1 ≤ j < k ≤ i. Possibly restricting the
open subsets at each step, we may also assume that each Oj is of the form fj + mij where fj
is in R[[t]] for every j ∈ N and (ij)j∈N is an increasing sequence of positive integers. Then fj is
a Cauchy sequence and, since R[[t]] is complete [7, Chapter IV, §4], converges to f , the unique
element of

⋂
j∈N(fj + mij ).

1.3 Automorphisms
Let AutmR[[t]] denote the group of algebra automorphisms of R[[t]] in EndmR[[t]], that is, auto-
morphisms preserving m. For every i ∈ N, the image of φ in AutmR[[t]] through the map χ̃i
as defined in (1.3) is invertible — the inverse being χ̃i(φ−1) — thus we may consider the map
χi : AutmR[[t]]→ AutR(R[[t]]/mi+1) given by the restriction of χ̃i.

Notation 8. For every i ∈ N0, we use AutimR[[t]] to denote the kernel of the homomorphism χi.

Of course Aut0
mR[[t]] = AutmR[[t]], as AutR (R[[t]]/m) ∼= AutRR = 1. So, let us focus on

Aut1
mR[[t]].

Definition. The generalized Nottingham group over R of rank n is defined to be the kernel of
χ1, i. e. Aut1

mR[[t]].

Every element a of R[[t]]/m2 can be uniquely written as a0 +
∑n
i=1 aiti + m2 where each

ai is in R. Let φ be an R-automorphism of R[[t]]/m2 preserving m/m2. Then φ maps a to
a0 +

∑n
i=1 aiφ(ti) +m2, thus it is uniquely determined by its action on m/m2 that is isomorphic
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as an R-module to Rn. Moreover the algebra product on m/m2 is trivial, that is there are no
restrictions on the action of φ, except for being an isomorphism of R-module. In other words
AutR

(
R[[t]]/m2

)
is isomorphic to GLn(R) and therefore we have the following sequence

1→ Aut1
mR[[t]]→ AutmR[[t]]→ GLn(R)→ 1 (1.5)

that is exact in Aut1
mR[[t]].

On the other hand, for every A = (ai,j)
n
i,j=1 ∈ GLn(R), let φA denote the endomrphism of

R[[t]] that maps each ti to
∑n
j=0 ai,jtj . Then, for every A,B ∈ GLn, few computations show that

the composition of associated endomorphisms φA and φB acts on each ti as φAB does. Thus
the function mapping A to φA is indeed a group morphism from GLn(R) to AutmR[[t]]. In other
words we are able to exhibit a section for χ1, so that (1.5) is actually a split extension. Thus,
we have proved the following proposition.

Proposition 1.14. The group AutmR[[t]] is isomorphic to Aut1
mR[[t]] o GLn(R).

1.4 Group of formal power series n-tuples under substitu-
tion

We have already mentioned (Proposition 1.6) that EndmR[[t]] is anti-isomorphic to Mn(R) and
we may wonder which elements are invertible in Mn(R), i. e. what is the image of AutmR[[t]] into
Mn(R).

We start observing that if φ is in AutimR[[t]] for some i ∈ N, then φ(tj) must be equal — for
every j ∈ {1, . . . , n} — to tj + fj for some fj ∈ mi+1. Indeed a result by Bourbaki [7, Chapter
IV, §4, Lemma 2] assures us that for every n-tuple (fj)

n
j=1 of formal power series in m2, the

operation of substitution of (tj + fj)
n
j=1 defines an automorphism, that is continuous because of

Proposition 1.8. Thus, for every positive integer i, the group AutimR[[t]] is anti-isomorphic to the
submonoid

Gl in (R) :=
{

(tj + fj)
n
j=1 ∈ Mn(R) | fj ∈ M i+1

n (R)
}

of Mn(R).
Using Proposition 1.14, we can now give a picture of invertible n-tuples in Mn(R):

Proposition 1.15. The automorphism group AutmR[[t]] is anti-isomorphic to the subset
{

(aijtj + fi)
n
i=1 ∈ (R[[t]])n | (aij)ni,j=1 ∈ GLn(R), fi ∈ m2

}
⊆ Mn(R)

under substitution. We use Gl 0
n (R) or — more often — Gl n (R) to denote such a group.

Proof. By Proposition 1.6 and Proposition 1.14 (and their proofs), any f ∈ Mn(R) is invertible
if and only if it can be written as a composition g ◦ h where g equals (

∑n
j=1 aijtj)

n
i=1 for some

invertible matrix A = (aij)
n
i,j=1 and h = (ti + hi)

n
i=1 is in Gl 1

n (R). Since

g ◦ h = (

n∑

j=1

aij(tj + hj))
n
i=1,

any invertible n-tuple is in Gl n (R). Conversely, let f ∈ Mn(R) be equal to (
∑n
j=1 ajtj + fi)

n
i=1

where each fi is in m2 and A = (ai,j)
n
i,j=1 is in GLn(R). Then a = (

∑n
j=1 aijtj)

n
i=1 is an

invertible n-tuple in Gl n (R) and a−1 equals (
∑n
j=1 āijtj) where (āij)

n
i,j=1 = A−1. Thus

f ◦ a−1 = (

n∑

j=1

aij(

n∑

k=1

ājktk) + fi ◦ a)ni=1 = (ti + fi ◦ a)ni=1
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is in Gl 1
n (R), and therefore f = (f ◦ a−1) ◦ a is invertible.

Corollary 1.16. Let f = (fj)
n
j=1 be in the monoid Mn(R). Then f is invertible (i. e. it is in

Gl n (R)) if and only if the Jacobian matrix of f

Jac(f) :=

(
∂

∂ti
fj

)n

i,j=1

— where ∂
∂i

denotes the formal partial derivative with respect to ti — is an invertible matrix in
the monoid of n× n matrices with coefficients in R[[t]].

Proof. Let fi be equal to
∑
α fi,αt

α for every i ∈ {1, . . . , n}. Then Jac(f) ≡ (fi,εj )ni,j=1 modulo
m, thus det Jac(f) ≡ det(fi,εj )ni,j=1 modulo m and therefore — since an element of R[[t]] is
invertible if and only if the constant term is invertible [7, Chapter IV, §4, Proposition 6] — the
Jacobian matrix is invertible if and only if so it is (fi,εj )ni,j=1, that is, by Proposition 1.15, the
n-tuple f is in Gl n (R).

Notation 9. Some ambiguity may occur in notation when dealing with Mn(R). This depends
on the structure we are putting on it; indeed we are using the same symbol to denote the ideal
of (R[[t]])n — and, as such, subject to ring operations — and the monoid under the operation
of substitution, that have the same underlying set. Time by time, the nature of Mn(R) (and
subsets) we are considering should be clear from the context. So, for example, let f and g be
n-tuples in (R[[t]])n and let i be a positive integer. Then, when we say that f ≡ g modulo M i

n(R),
we are considering M i

n(R) as an ideal of (R[[t]])n, therefore it means there exists r ∈ M i
n(R) such

that f = g + r.

Notation 10. Let f = (fi)
n
i=1 be in (R[[t]])n. Then for every α ∈ N0

n we write fα for∏n
i=1 f

αi
i , whereas f j stands for (f ji )ni=1 ∈ (R[[t]])n whenever j is a non-negative integer. With

this notational conventions we have

(fα)j = f jα = (f j)α,

where by jα of course we mean the sum of α with itself j times. Moreover this notation allows
us to use t also for the element (ti)

n
i=1 ∈ (R[[t]])n — that is the identity of Mn(R) — coherently

with the notation introduced in Subsection 1.1.1.

Notation 11. The ring (R[[t]])n has an obvious structure of free n-ranked R[[t]]-module. We
use E1, . . . ,En to denote the canonical basis, that is Ei = (δi,j)

n
j=1 ∈ (R[[t]])n for every i ∈

{1, . . . , n}, where δij is the Kronecker delta function on {1, . . . , n} to R[[t]].

Let us summarize the situation of anti-isomorphisms and inclusions through the following
diagram. On the left the endomorphism setting is displayed, while on the right there are the
n-tuples sets.
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EndmR[[t]] Mn(R)

AutmR[[t]] Gl n (R)

Aut1
mR[[t]] Gl 1

n (R)

AutimR[[t]] Gl in (R)∼=anti

∼=anti

∼=anti

∼=anti

1.4.1 Basic computations
Definition. Let f be an element of Gl n (R). Then if f is not the identity of the group, its depth
is defined to be

ω (f) := max{i | f ∈ Gl in (R)} ∪ {0},
otherwise it is canonically set to infinity.

As the definition might suggest, the concept of depth is strictly related to the one of order.
Indeed, if we extend the definition of order to (R[[t]])n, so that the order of any element f = (fi)

n
i=1

in (R[[t]])n is min{ord (fi) | 1 ≤ i ≤ n}, we can easily observe that for every t + f in Gl 1
n (R), we

have ord (f) = ω (t + f) + 1.

Notation 12. It may happen we need to do some combinatorial computation with elements
in N0

n. In order to shorten the length of formulae, we agree on the following conventions: let
α = (αi)

n
i=1 and β = (βi)

n
i=1 be n-tuples in N0

n, then

α! =

n∏

i=1

αi! and

(
α

β

)
=

α!

β!(α− β)!
=

n∏

i=1

(
αi
βi

)
whenever α ≥ β, otherwise

(
α

β

)
= 0.

Moreover we will make use of the R-linear operation ∂β defined for every β ∈ N0
n by

∂βt
α =

(
α

β

)
tα−β for every α ∈ N0

n. (1.6)

Note that when β is a generator εj of N0
n, then ∂εj exactly coincides with the usual formal

partial derivative with respect to tj , whence the choice of notation.

Lemma 1.17. Let f and g be in Mn(R). Then

h ◦ (f + g) =
∑

β∈N0
n

fβ ((∂βh) ◦ g)

for every h ∈ R[[t]].
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Proof. Let α = (αi)
n
i=1 be any n-tuple in N0

n. Then

tα ◦ (f + g) =

n∏

i=1

(fi + gi)
αi =

n∏

i=1

∑

0≤βi≤αi

(
αi
βi

)
fi
βigi

αi−βi =

=
∑

0≤β1≤αi

. . .
∑

0≤βn≤αn

(
α1

β1

)
f1
β1g1

α1−β1 · · ·
(
αn
βn

)
fn
βngn

αn−βn

=
∑

β≤α

(
α

β

)
fβgα−β =

∑

β≤α
fβ
(
α

β

)
gα−β =

∑

β≤α≤α
fβ
((
α

β

)
tα−β ◦ g

)

=
∑

β≤α
fβ ((∂βt

α) ◦ g)

where — since ∂βtα = 0 whenever β 6≤ α — we can actually make β range all over N0
n. So, let

h ∈ R[[t]] be h =
∑
α∈N0

n hαt
α. Then

h ◦ (f + g) =
∑

α∈N0
n

hαt
α ◦ (f + g) =

∑

α∈N0
n

hα
∑

β∈N0
n

fβ ((∂βt
α) ◦ g) .

Since R[[t]] is the inverse limit of {R[[t]]/M i
n(R) | i ∈ N}, both sums

∑
β and

∑
α are the inverse

limit of finite sums and can be switched. Moreover, substitution and ∂β are R-linear, so

h ◦ (f + g) =
∑

β∈N0
n

fβ

((
∂β

∑

α∈N0
n

hαt
α

)
◦ g
)

=
∑

β∈N0
n

fβ ((∂βh) ◦ g)

concludes the proof.

Proposition 1.18. Let f = (ti + fi)
n
i=1 and g = (ti + gi)

n
i=1 be in Mn(R). Then

f ◦ g = t+ g′ + f ′ +
∑

α>0

(g′)α∂αf
′ (1.7)

where f ′ = (fi)
n
i=1 and g′ = (gi)

n
i=1.

Proof. By Lemma 1.17, we have

(ti + fi) ◦ g = ti + gi +
∑

β

(g′)β ((∂β(fi)) ◦ t) = ti + gi +
∑

β

(g′)β∂β(fi),

thus f ◦ g = g +
∑
β(g′)β∂β

(
f ′
)
whence the claim follows, as (g′)0∂0f

′ = f ′.

By Lemma 1.3 we deduce that the order of (g′)β∂βf
′ is at least

ord
(
(g′)β

)
+ ord

(
∂βf

′) ≥ |β|ord (g′) + ord
(
f ′
)
− |β| ≥ |β|ω (g) + ω (f) + 1;

therefore ω (f ◦ g) ≥ min{ω (f) , ω (g)} and we can rewrite (1.7) as

f ◦ g ≡ t + f ′ + g′ mod M ω(g)+ω(f)+1
n (R). (1.8)

Corollary 1.19. For every j, k ∈ N, the subgroup
[

Gl jn (R) ,Gl kn (R)
]
is contained in Gl j+kn (R).
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Corollary 1.20. For every j ∈ N and every k ∈ N such that j ≤ k ≤ 2j, the quotient group
Gl jn (R) /Gl kn (R) is isomorphic to the additive group M j+1

n (R)/M k+1
n (R).

Proof. Consider the map from Gl jn (R) to M j+1
n (R)/M k+1

n (R) sending each f = (ti + fi)
n
i=1 to

(fi + mk+1)ni=1. By (1.8) such a map is a group homomorphism whose kernel is Gl kn (R).

Corollary 1.21. Let t + f be in Gl 1
n (R) and let k be a positive integer. Then the k-th power

t+ g of t+ f equals

t+ kf +

k∑

s=2

(
k

s

) ∑

αs−1,...α1>0

fαs−1∂αs−1

(
fαs−2∂αs−2

(. . . ∂α1
f . . .)

)
. (1.9)

Proof. Let f1 be f and recursively define fs+1 to be
∑
αs>0 f

αs∂αs
fs for any s ∈ N, so that

the claim becomes g =
∑k
s=1

(
k
s

)
fs. We proceed by induction, the base case being trivial. So,

assume the statement holds for a positive integer k. Then, by equation (1.7), we have

(t+ g) ◦ (t+ f) =t+ f + g +
∑

αk>0

fαk∂αk
g = t+ f +

k∑

s=1

(
k

s

)
fs +

∑

αk>0

fαk∂αk

k∑

s=1

(
k

s

)
fs

=t+

k∑

s=1

(
k

s

)
fs +

k∑

s=0

(
k

s

)
fs+1 = t+

k∑

s=1

((
k

s

)
+

(
k

s− 1

))
fs + fk+1

whence the claim follows, since
(
k
s−1

)
+
(
k
s

)
=
(
k+1
s

)
.

Corollary 1.22. Suppose R is an algebra over a field of positive characteristic p. Then, for
every i ∈ N, the subgroup of Gl 1

n (R) generated by p-powers of elements in Gl in (R) is contained
in Gl ipn (R).

Let f = t + f ′ and g = t + g′ be elements in Gl n (R). Let h = t + h′ be their commutator
[f , g], that is h = f−1 ◦ g−1 ◦ f ◦ g. Then f ◦ g equals g ◦ f ◦ h and therefore, by (1.7),

f ◦ g = t+ h′ + g ◦ f − t+
∑

α>0

(h′)α∂α (g ◦ f − t) ,

whence, using again equation (1.7) to compute f ◦ g − g ◦ f , we obtain

h′ = f ◦ g − g ◦ f −
∑

α>0

(h′)α∂α (g ◦ f − t) (1.10)

=
∑

α>0

(
(g′)α∂αf

′ − (f ′)α∂αg
′ − (h′)α∂α (g ◦ f − t)

)
. (1.11)

Note that
∑
α>0(h′)α∂α (g ◦ f − t) has order at least ω (h) + 1 + ω (g ◦ f), so

[f , g] ≡ t+
∑

α>0

(
(g′)α∂αf

′ − (f ′)α∂αg
′) mod M ω([f ,g])+min{ω(f),ω(g)}+1

n (R). (1.12)

We already stressed the double nature of elements in Mn(R): they are both endomorphism
(acting through ◦ on elements of R[[t]] or even on other endomorphisms) and elements of the
R-ideal Mn(R) of (R[[t]])n (that can be added and multiplied). The following simple lemma will
justify and give more solidity to our fluid approach in passing from one view to the other without
too much worrying.
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Lemma 1.23. Let f and g be in Gl n (R). Then f and g are equivalent modulo M i+1
n (R) (as

elements of the ring (R[[t]])n) for some i ∈ N if and only if they are equivalent modulo Gl in (R)
(as elements of the group Gl n (R)).

Proof. This is essentialy due to the fact that h ◦ g is in mi+1 if so it is h.
Let r be of order greater than i and suppose f is equal to g + r. Then f ◦ g−1 equals

g ◦ g−1 + r ◦ g−1 where g ◦ g−1 = t and each component of the n-tuple r ◦ g−1 is in mi+1, that
is to say f ◦ g−1 is in Gl in (R). Conversely, if f ◦ g−1 = t+ r is in Gl in (R), i. e. the order of r is
greater than i, then f = g + r ◦ g with r ◦ g lying in M i+1

n (R).

1.5 Topology

So far we have treated the appeared groups of automorphisms as abstract groups. However we
saw that EndmR[[t]] is anti-isomorphic to Mn(R) under substitution — and indeed since then we
have been mostly working with such a representation —, therefore we may endow it with the
natural topology inherited by (R[[t]])n, that is the product topology.

Notation 13. From now on, the monoid EndmR[[t]] and all submonoids — wether seen as a
subsets of (R[[t]])n or not — are meant to be endowed with the just mentioned topology. In
particular we are going to prove that the Nottingham group is a topological group.

Lemma 1.24. Each set of the chain Mn(R) ⊇ Gl 1
n (R) ⊇ Gl 2

n (R) ⊇ . . . is closed in (R[[t]])n.

Proof. Each M i
n(R) is closed — by definition of product topology — because it is the direct

product of n copies of the closed set mi in (R[[t]])n. This implies that also each Gl in (R) — that
coincides as a subset of (R[[t]])n with the coset t+ M i+1

n (R) — is closed.

Thus, in particular (see Proposition A.6)

Lemma 1.25. As topological spaces, we have

Mn(R) = lim←−Mn(R)/M i
n(R)

t+ M j
n(R) = lim←−((t+ M j

n(R))/M i
n(R)) for every j ∈ N

where the maps defining the inverse systems are the restrictions of canonical projections from
(R[[t]])n/M i1

n (R) to (R[[t]])n/M i2
n (R), that are well defined whenever i1 > i2.

Regarding Gl n (R), topology depends also on the topology of R.

Lemma 1.26. If R× is open (resp. closed) in R, then Gl n (R) is open (resp. closed) in Mn(R).

Proof. This is simply due to the fact that Gl n (R) is — by Corollary 1.16 — the inverse image
of R× through the map

Mn(R)→ Mn(R)/M 2
n (R) ∼= Rn×n → R

that is the composition of the canonical projection with the computation of the determinant when
Mn(R)/M 2

n (R) is seen as the set of n× n matrices over R. Both these maps are continuous.

Lemma 1.27. The map from R[[t]] × Mn(R) to R[[t]] that, for every f ∈ R[[t]] and for every
g ∈ Mn(R), sends (f, g) to f ◦ g is continuous.
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Proof. By Proposition 1.4, it is enough to show that, for every positive integer i, the well defined
map from (R[[t]]/mi) × Mn(R) to R[[t]]/mi which sends (f + mi, g) to f ◦ g + mi is continuous.
Such a map may be seen as the function from

(∏
|α|≤i+1Rt

α
)
×Mn(R) to R[[t]]/mi that sends

(
(rα)|α|≤i+1, g

)
to
∑
|α|≤i+1 rαt

α ◦ g + mi, that is a composition of continuous functions, since
R[[t]] is a topological ring.

Corollary 1.28. For every open subset O ⊆ R[[t]] and every formal power series f in R[[t]], the
subset of EndmR[[t]] whose elements are endomorphisms φ ∈ EndmR[[t]] that map f into O is
open. Moreover, subsets of this form generate the topology of Mn(R).

Proof. As usual we identify EndmR[[t]] and Mn(R). Consider the function m → R[[t]] that maps
g to f ◦ g. It is continuous because of the previous lemma, so the preimage of O, that is
{g ∈ Mn(R) | f ◦ g ∈ O}, is open.

Since Mn(R) =
∏n
i=1 m is endowed with the product topology, a base for the topology is

given by sets of the form O1 × . . . × On, where each Oi is an open subset of m. Such a set can
be obtained as intersection of the sets {g ∈ Mn(R) | ti ◦ g ∈ Oi} for i ∈ {1, . . . , n}, whence the
second part of the statement follows.

Lemma 1.29. The map from EndmR[[t]] × EndmR[[t]] to EndmR[[t]] given by composition of
endomorphisms is continuous.

Proof. As usual, we identify EndmR[[t]] with Mn(R), so that the interested map may be written
as

f ◦ g 7→ (fi ◦ g)ni=1 for every f = (fi)
n
i=1, g ∈ Mn(R)

and, since Mn(R) has the product topology of m with itself n times, it is continuous if and only
if each component of the map is continuous. But these are exactly the maps from m×Mn(R) to
m sending each pair (fi, g) to fi ◦ g which were proved to be continuous in Lemma 1.27.

Proposition 1.30. The generalized Nottingham group is a topological group.

Proof. By Lemma 1.29, the composition is continuous. Therefore it only remains to check con-
tinuity of the inversion map. Let f−1 = t + f∗ be the inverse of f = t + f ′ ∈ Gl 1

n (R). By
equation (1.7) we deduce

f∗ = −f ′ −
∑

α>0

(f∗)α∂αf
′

that modulo M i+1
n (R), for some i ∈ N, becomes

f∗ ≡ bf∗ci ≡ −bf ′ci −
∑

0<|α|≤i
(bf∗ci−1)α∂αbf ′ci−1 mod M i+1

n (R)

where — for every g ∈ Mn(R) and every j ∈ N — by bgcj we mean the lowest-degree repre-
sentative in Mn(R) of the equivalence class g + M j+1

n (R), that we call truncated polynomial g
to j. Now we have that for every i ∈ N the map f 7→ −bf ′ci is easily seen to be continuous
and therefore we obtain by induction that so it is each map f 7→ bf∗ci+1, being composition of
continuous functions. It follows that also the inversion map is continuous, since it is the inverse
limit of the maps sending f to t+ bf∗ci.

Corollary 1.31. The map AutmR[[t]] → AutmR[[t]] given by inversion is continuous and in
particular AutmR[[t]] is a topological group.
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Proof. The group of automorphisms is (topologically) isomorphic to GLn(R)nGl 1
n (R), by Propo-

sition 1.14. So the inversion map can be seen as a function from the topological product of
GLn(R) and Gl 1

n (R) to Gl n (R) that maps (a,f) to f−1 ◦ a−1, where f is in Gl 1
n (R) and

a ∈ Mn(R) is the n-tuple (
∑n
j=1 aijtj)

n
i=1 associated to an invertible matrix A = (aij)

n
i,j=1

in GLn(R). Inversion in GLn(R) and — by the previous lemma — inversion in Gl 1
n (R) are

continuous. Since composition is also continuous, we obtain the desired result.

Each Gl in (R) is a closed normal subgroup of Gl n (R). By Lemma 1.23, the projection from
Gl n (R) to Gl n (R) /Gl in (R) coincides with the restriction to Gl n (R) of the projection from
Mn(R) onto Mn(R)/M i+1

n (R), whence we deduce that the inverse limit defined in Lemma 1.25
is indeed an inverse limit of groups, even topological groups by previous results.

Remark 1.32. When R is discrete, proving that AutmR[[t]] is a topological group is much
easier. Indeed, in such a case, the normal subgroups {Gl in (R) | i ∈ N} form a base for the
neighbourhoods of the identity and the result follows from Proposition C.1.

Proposition 1.33. Let R be a finite ring. Then AutmR[[t]] is a profinite group. Furthermore,
if (R,+) is a p-group for some prime p, then Gl 1

n (R) is a pro-p group.

Proof. Since R is discrete, each Gl in (R) is open and closed for every non-negative integer i. Since
R is finite, the group AutmR[[t]] is a closed subset of the compact (R[[t]])n. Thus AutmR[[t]] is
Hausdorff, compact and has a base for the open neighbourhoods of the identity given by open
normal subgroups {Gl in (R) | i ∈ N}.

By Corollary 1.20, if (R,+) is a p-group, then each quotient Gl in (R) /Gl in (R) is a p-group
for every i ∈ N and therefore Gl 1

n (R) is pro-p.



Chapter 2

The associated Lie algebra

In this chapter we adapt to our case an argument often used for pro-p groups. Most of definitions
and result given in this introduction can be found in [34].

When G is a profinite group, a filtration of G is usually defined to be a chain of open normal
subgroups

G = G1 ≥ G2 ≥ G3 ≥ . . .

such that
⋂
Gi = 1. A filtration {Gi} of G is called an N -series if the subgroup [Gi, Gj ] is

contained in Gi+j for every i, j ∈ N.
When G is pro-p for some prime p, an Np-series is an N -series {Gi} such that Gpi ⊆ Gpi,

where Gpi = 〈gp | g ∈ Gi〉.
So assume we have a pro-p group G with an open N -series {Gi}. Then each quotient

Gi/Gi+1 is an abelian finite group, so that we can construct an additive abelian group L(G) :=⊕
i∈NGi/Gi+1, where the group operation is denoted by + and each element in L(G) is written

in formal series form as
∑
i∈N xi where each xi is in Gi/Gi+1 and it is trivial for all but finitely

many i ∈ N. Moreover there is a well defined function from the direct product of Gi/Gi+1 and
Gj/Gj+1 to Gi+j/Gi+j+1 that maps (xGi+1, yGj+1) to [x, y]Gj+i+1. This allows us to define
a Lie ring structure on L(G), imposing additivity on each component to this latter operation.
When {Gi} is also an Np-series, then each factor is an elementary abelian p-group — i. e. iso-
morphic to a vector space over the finite field of order p — and therefore we can even consider
L(G) as a Lie algebra over this finite field, where product by a scalar is given by an integer power
in the group. Indeed we might define also a p-exponentiation operation which makes it turn into
a restricted Lie algebra [34], however, since we are not going to use it we do not care about it.

In this chapter we are essentially going to construct and study the Lie ring associated in
similar manner to Gl 1

n (R) (that might not be a profinite group, if R is not a profinite ring). As
it turns out that such a Lie ring is strictly related to the algebra of derivations of R[[t]], we start
studying the latter one.

2.1 The derivation algebra of the formal power series ring

Here we introduce the derivation algebra of R[[t]]. There is nothing essentially new, but it is
rather some folklore results organized for our purpose.

Definition. Let A be an R-algebra. A derivation of A is an R-linear endomorphism D : A→ A
such that D(ab) = aD(b) +D(a)b for every a, b ∈ A.

17
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Let DerR (A) denote the set of derivations and let us focus on A = R[[t]]. The simplest
example of derivation is the usual formal partial derivative with respect to any i ∈ {1, . . . , n},
that is the linear map ∂i := ∂

∂ti
such that ∂itα = αit

α−εi for every α = (αj)
n
j=1. Indeed, as the

following lemma shows, all derivations are built from formal partial derivatives.

Lemma 2.1. The set DerR (R[[t]]) is a free R[[t]]-module, a basis of which is given by the set of
formal partial derivatives.

Proof. It is a well known general fact that DerR (A) is an A-module, so we only prove that the
formal partial derivatives form a base.

First of all we note that every derivation D is uniquely determined by the images of all
monomials ti, since, for any formal power series f =

∑
α fαt

α in R[[t]], the image of f through
D equals

∑
α fαD(tα). In turn, for every α = (αi)

n
i=1 ∈ N0

n,

D(tα) =

n∑

i=1

D(tαi
i )
∏

j 6=i
t
αj

j

where D(tαi
i ) =

∑αi

j=1D(ti)t
αi−1
i . So, the linear endomorphism

∑n
i=1D(ti)∂i acts exactly like D

on the arbitrarily chosen f and thus it is indeed D itself. This proves that {∂i | i ∈ {1, . . . , n}}
generates DerR (R[[t]]).

Suppose that
∑n
i=1 ai∂i = 0 for some n-tuple (ai)

n
i=1 ∈ (R[[t]])n. Then 0 =

∑n
i=1 ai∂i(tj) = aj

for every j ∈ {1, . . . , n}. Therefore the formal partial derivatives are linearly independent.

Indeed we can even endow DerR (R[[t]]) with a further operation. Let D and E be two
derivations. Then the composition DE is not in general a derivation. However the function

[D,E] := DE − ED : f 7→ D(E(f))− E(D(f))

maps pairs of derivations to derivations. Thus we have a binary function [ , ] from DerR (R[[t]])×
DerR (R[[t]]) to DerR (R[[t]]) that — one might verify — satisfies the axioms for a Lie R-algebra.

For every integer j ≥ −1 define DerjR (R[[t]]) to be the R[[t]]-submodule
⊕n

i=1 m
j+1∂i of

DerR (R[[t]]). These are indeed Lie subalgebras and later on we are going to see their importance.

Remark 2.2. Indeed DerR (R[[t]]) is a completed graded Lie algebra, in that

DerR (R[[t]]) =
∏

i≥−1

homi

where homi =
⊕n

j=1

(⊕
|α|=i+1Rt

α
)
∂j is the set of homogeneous elements of degree i+ 1 and

[homi,homj ] ⊆ homi+j for every i ≥ −1 and j > −1 (whereas [hom−1,hom−1] = 0).

We conclude this section with a simple lemma that we shall use in Chapter 4.

Lemma 2.3. Let ρ : R → S be a ring homomorphism, thus in particular S may be considered
as an R-algebra. Then there is a natural morphism of Lie R-algebras DerR (R[[t]])→ DerS (S[[t]])
that preserves gradation. If ρ is injective, then DerR (R[[t]]) embeds into DerS (S[[t]]).

Proof. The desired map is given by
∑n
i=1 fi∂i ∈ DerR (R[[t]]) 7→∑n

i=1 ρ(fi)∂i ∈ DerS (S[[t]]).
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2.2 N-series for topological groups and associated Lie rings
We now formalize the idea given in the introduction of this chapter. Let G be an Hausdorff
topological group.

Definition. A filtration of G is a chain of closed and normal subgroups {Gi | i ∈ N} (by
convention G1 = G) such that G ∼= lim←−G/Gi. A filtration {Gi} is called an N -series if [Gi, Gj ] ⊆
Gi+j for every i, j ∈ N. When p is a prime, an N -series is called Np-series if moreover the closed
subgroup generated by p-power of elements in Gi is contained in Gip for every i ∈ N.

Remark 2.4. The definition of Np-series does not really make much sense except for G being
pro-p.

So, let {Gi} be an N -series. Then each quotient Gi/Gi+1 is abelian and we usually use
additive notation for it. Moreover, being the quotient over a closed subgroup, it is an Hausdorff
topological group.

Let L(G) be the Cartesian product of abelian topological groups
∏
i∈NGi/Gi+1. It is of

course an abelian Hausdorff topological group. An element g of such a group is usually denoted
by a formal series

∑
i∈N giGi+1 where each gi is in Gi and each giGi+1 is called homogeneous

component of g of degree i. Such a notation is coherent with the additive notation for each
quotient, in that — given two elements

∑
i∈N giGi+1 and

∑
i∈N hiGi+1 — their sum in L(G) is

given by
∑
i∈N(giGi+1 + hiGi+1) =

∑
i∈N gihiGi+1.

Since {Gi} is an N -series we can also introduce a brackets operation by imposing

[giGi+1, hjGj+1] := [gi, hj ]Gi+j+1

for every i, j ∈ N and every gi ∈ Gi, hj ∈ Gj . Then we extend this operation “by linearity”, that
is, for all

∑
i∈N giGi+1 and

∑
j∈N hjGj+1 in L(G),


∑

i∈N
giGi+1,

∑

j∈N
hjGj+1


 :=

∑

l∈N

∑

i+j=l

[gi, hj ]Gl+1 (2.1)

where the inner summation of the right-hand side is an actual finite sum in Gl/Gl+1, whereas
all the others are formal.

One can verify that [ , ] satisfies — for every g =
∑
i∈N giGi+1, h =

∑
j∈N hjGj+1 and

f =
∑
l∈N flGl+1 in L(G) — the following properties.

• The brackets operation of g with itself equals
∑
l∈N 1Gi+1 that is the zero element 0L(G)

of L(G). This is because [giGi+1, gjGj+1] + [gjGj+1, giGi+1] by definition equals the
homogeneous component [gi, gj ] [gj , gi]Gi+j+1 = 1Gi+j+1 while [giGi+1, giGi+1] equals
[gi, gi]G2i+1 that is 1G2i+1, so that terms in the inner summation in (2.1) cancel.

• The brackets operation of f + g and h equals [f, h] + [g, h]. For [fiGi+1 + giGi+1, hjGj+1]
equals [figi, hj ]Gi+j+1 where the commutator [figi, hj ] is equivalent to [fi, hj ] [gi, hj ] mod-
ulo Gi+j+1. Similarly on the right component and therefore [ , ] is bilinear.

• Jacobi identity: [[f, g] , h] + [[g, h] , f ] + [[h, f ] , g] = 0L(G) since, by Lemma C.2, we have
that [[fl, gi] , hj ] [[gi, hj ] , fl] [[hj , fl] , gi] is in Gi+j+l+1.

So the brackets operation is actually a Lie brackets operation and thus we may look at L(G)
as a Lie ring. We will see that it is possible to recover results about the group from such a Lie
ring. In this perspective, we introduce a natural map ιG : G→ L(G) that maps each non-trivial
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element g of G to gGi(g) ∈ L(G) — where i(g) is the depth of g with respect to the filtration
{Gi}, namely the maximum among positive integers i such that g is in Gi — and the identity of
the group to 0L(G).

Notation 14. The structure of L(G) heavily depends on the chosen filtration. However, since
most of times it is clear which filtration we are dealing with, our notation safely forgets about
it. The same applies to the map ιG.

Remark 2.5. Note that in chapter’s introduction we defined the Lie ring by taking the direct
sum of the quotients. Indeed some authors, also for the profinite case, consider the Cartesian
product. The reason to prefer the Cartesian product to direct sum is due to the fact that
there is a somewhat natural homeomorphism G ' L(G). Indeed, let Li(G) denote the subset∏
j≥iGj/Gj+1 of L(G); then Li(G) is easily seen to be a closed ideal of Li(G) and L(G) is

homeomorphic to the inverse limit lim←−L(G)/Li(G). The following lemma shows that there exists
an homeomorphism of L(G)/Li(G) and G/Gi compatible with the respective inverse systems,
implying the desired homeomorphism of G and L(G) (see also Remark A.2).

Lemma 2.6. For every positive integer i there exists an homeomorphism fi from G/Gi+1 to
Pi+1 :=

⊕i
j=1Gj/Gj+1.

Proof. We proceed by induction on i. When i = 1 the claim is trivial. For every gGi ∈ G/Gi let
{gGi}i denote a representative of the equivalence class gGi in G/Gi+1. Since the canonical map
G/Gi+1 → G/Gi is continuous and open, its section given by gGi → {gGi}i is continuous. By
inductive hypothesis, there exists an homeomorphism fi : G/Gi → Pi. Then consider the map
fi+1 : G/Gi+1 → Pi+1 such that fi+1(gGi+1) = (fi(gGi), {gGi}−1

i gGi+1). It is continuous and
bijective, the inverse given by

f−1
i+1

(
(gjGj+1)ij=1

)
= {f−1

i

(
(gjGj+1)i−1

j=1

)
}igiGi+1

that is also continuous.

Proposition 2.7. Let {Gi} be an N -series of a topological group G. Let H be a closed subgroup
of G. Then {Hi := Gi ∩ H} is an N -series for H and the associated Lie ring L(H) of H
with respect to such an N -series is isomorphic to the Lie subring LG(H) of L(G) topologically
generated by ιG(H) = {ιG(h) | h ∈ H}.

Moreover, if H is normal, then the associated subalgebra is a Lie ideal.

Proof. It is easy to verify that {Hi} is an N -series (see also Proposition A.6). Then L(H)
is by definition

∏
i∈NHi/Hi+1. Consider the closed additive subgroup LG(H) of (L(G),+)

generated by ιG(H), that is
∏
i∈N(Gi ∩ H)Gi+1/Gi+1. Then — by isomorphisms theorems

— each quotient is isomorphic to (Gi ∩ H)/(Gi+1 ∩ H), that is Hi/Hi+1, and therefore we
have a (continuous) group isomorphism of LG(H) and L(H). Moreover this isomorphism maps
[hHi+1, fHj+1] = [h, f ]Hi+j+1 to [h, f ]Gi+j+1 = [hGi+1, fGj+1], implying in particular that
LG(H) is closed under Lie brackets and its induced Lie subring structure is isomorphic to L(H).

Finally, if H is normal, for every homogeneous element hGi+1 in LG(H) and every homoge-
neous element gGj+1 in L(G), we may assume h is inH and therefore we have that [hGi+1, gGj+1]
equals [h, g]Gi+j+1 that is in LG(H), since [h, g] is in H. Thus extending to non-homogeneous
elements, we have that [

∑
hiGi+1,

∑
gjGj+1] ∈ LG(H) for every

∑
hiGi+1 ∈ LG(H) and every∑

gjGj+1 ∈ L(G).

Remark 2.8. A side effect of this last proof is that homogeneous elements of LG(H) ⊆ L(G) of
degree i ∈ N are precisely {ιG(h) = hGi+1 | h ∈ (Gi \Gi+1) ∩H}.
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Lemma 2.9. Let H1 ⊆ H2 be closed subgroups of G such that the associated Lie subrings
LG(H1) = 〈ιG(H1)〉 and LG(H2) = 〈ιG(H2)〉 of L(G) coincides. Then H1 = H2.

Proof. Suppose, by contradiction, there exists h in H2 \ H1, say h ∈ Gi0 \ Gi0+1. Then there
exists g1 ∈ H1 such that ιG(g1) = ιG(h). Let h1 be g−1

1 h. Then h1 is in (H2 \H1)∩ (Gi1 \Gi1+1),
for some i1 > i0, and there exists g2 ∈ H1 such that ιG(h1) = ιG(g2). Iterating, we can construct
a sequence {gj | j ∈ N} ⊆ H1 and an increasing sequence {ij} ⊆ N such that gj ∈ Gij \ Gij+1

and
(∏

1≤k≤j gk
)−1

h ∈ Gij+1. Since every open neighbourhood of the identity must contain
some Gi (see Lemma A.5), it follows that h is in the closure of H1, yielding a contradiction since
H1 is closed.

Proposition 2.10. Let H be a closed subgroup of G and let S ⊆ H be such that ιG(S) (topolog-
ically) generates the subring of L(G) associated to H. Then S (topologically) generates H.

Proof. Let H1 be the closed group generated by S. Then H1 ≤ H and therefore LG(H) ⊇
LG(H1). On the other hand LG(H1) contains the Lie ring generated by ιG(S), that is LG(H1) =
LG(H). Thus applying the previous lemma, we obtain that H1 = H.

2.3 The Lie ring associated to the generalized Nottingham
group

We proved in the previous chapter that {Gl in (R)} is an N -series, in our definition. So we
associate to Gl 1

n (R) the Lie ring L(Gl 1
n (R)) and we study it to obtain results about Gl 1

n (R)
itself.

Let g = t+ g′ = (tl + gl)
n
l=1 and h = t+ h′ = (tl + hl)

n
l=1 be in Gl 1

n (R). Then, by equation
(1.12), we have

[g,h] ≡ t+
∑

α>0

(
(h′)α∂αg

′ − (g′)α∂αh
′) mod mω([g,h])+min{ω(g),ω(h)}+1

that, since ω ([g,h]) ≥ ω (g) + ω (h) and by Lemma 1.23, we can further approximate to

[g,h] ≡t+

n∑

l=1

(
hl∂εlg

′ − gl∂εlh′
)

mod mω(h)+ω(g)+min{ω(f),ω(g)}+1

≡t+

n∑

l=1

(
hl∂εlg

′ − gl∂εlh′
)

mod Gl ω(g)+ω(h)+1
n (R) .

(2.2)

For every j ∈ N, let µj denote the function from Gl jn (R) /Gl j+1
n (R) to homj that maps each

g = (ti + gi)
n
i=1Gl j+1

n (R) in Gl jn (R) /Gl j+1
n (R) to the homogeneous derivation

∑n
i=1bgicj+1∂i,

where — for every k ∈ N and every f =
∑
α fαt

α ∈ R[[t]] — we use bfck to denote the truncated
polynomial

∑
|α|≤k fαt

α. Then µj can be seen to be a (topological) isomorphism of (topological)
abelian groups (see formula (1.8)) and therefore the map µ : L(Gl 1

n (R))→ Der1
R (R[[t]]) defined

by
µ(
∑

j>0

gGl j+1
n (R)) :=

∑

j>0

µj(gNj+1)

is in turn a (topological) group isomorphism. Moreover, by equation (2.2), the function µ turns
out to be a continuous anti -isomorphism of Lie rings.
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Notation 15. From now on, we identify L(Gl 1
n (R)) with Der1

R (R[[t]]), where the latter is seen
as a Lie ring. So in particular, the map ιGl 1n(R) defined in the previous section will be implicitly
meant to be defined from Gl 1

n (R) to Der1
R (R[[t]]). Agreeing to this convention, the image of g =

(ti + gi)
n
i=1 through ιGl 1n(R) is

∑n
i=1bgicω(g)+1∂i. It is clear that LGl 1n(R)(Gl in (R)) = DeriR (R[[t]])

for every i ∈ N.

Remark 2.11. We stress the fact that the natural structure of L(Gl 1
n (R)) is the one of Lie-ring

— i. e. of Z-module with a Lie brackets operation —, whereas the structure of R-module —
and thus of Lie R-algebra — is imposed a fortiori, in that there is no operation in Gl 1

n (R) that
corresponds to the multiplication by an element of R. However, in forgetting the R-module
structure, we certainly do not lose the R-linearity of Lie brackets, and such a fact will turn out
to be quite useful, later on.

Proposition 2.12. Assume R is either a Q-algebra, an Fp-algebra or a Zp-algebra for some
odd prime p and suppose n > 1. Then, for every m, r ∈ N, the closure of the subgroup
[Gl mn (R) ,Gl rn (R)] equals Gl m+r

n (R).

Proof. We prove this proposition only for Fp-algebras, as it is the case of most interest for this
thesis. However the other cases are completely analogous.

One inclusion has been already discussed. We prove the converse by making use of the
associated algebra, namely proving that Derm+r

R (R[[t]]) ⊆ [DermR (R[[t]]) ,DerrR (R[[t]])]. Indeed,
by Proposition 2.10, it suffices to show that for every γ ∈ N0

n of weight m + r + 1 and every
i ∈ {1, . . . , n}, the derivation tγ∂i belongs to the Fp-vector subspace spanned by

{[
tα∂j , t

β∂k
]
| α,β ∈ N0

n, |α| = m+ 1, |β| = r + 1, j, k ∈ {1, . . . , n}
}
.

The claim then follows from the R-linearity of the Lie brackets.
Suppose that γ ≥ εj for some j 6= i, that is to say there exists γ′ in N0

n such that γ = γ′+εj .
Let α′ = (α′l)

n
l=1 and β′ = (β′l)

n
l=1 be n-tuples in N0

n of weights m and r respectively, whose
sum α′+β′ equals γ′. Then, taking α = α′+ εi and β = β′+ εj if β′i−α′i 6≡p 1, or α = α′+ εj
and β = β′ + εi otherwise, we have

[
tα∂i, t

β∂i
]

= (βi − αi)tγ∂i 6= 0.
So it only remains to prove the case γ = (m+ r + 1)εi. Fix j ∈ {1, . . . , n} \ {i}. Then

[
tm+1
i ∂j , t

r
i tj∂i

]
= tm+r+1

i ∂i − (m+ 1)tm+r
i tj∂j

where (m+ 1)tm+r
i tj∂j belongs to the subspace because of the first part of this proof.

Remark 2.13. The hypothesis n > 1 is essential. Indeed it is known that when n is 1 and R is
a finite field, this result does not hold; see [11, Theorem 2].

Corollary 2.14. Let R be either a Q-algebra, a Zp-algebra or an Fp-algebra for some odd prime
p and suppose n > 1. Then {Gl in (R) | i ∈ N} is the lower central series of Gl 1

n (R).

Corollary 2.15. Let n be at least 2. The generalized Nottingham group of rank n over a finite
field Fq of odd characteristic p is a pro-p group finitely generated by n|Fq : Fp|

(
n+1
n−1

)
elements.

Proof. The generalized Nottingham group over Fq is a a pro-p group by Proposition 1.33. Propo-
sition 2.12 and Corollary 1.22 imply that the Frattini subgroup of Gl 1

n (Fq) is Gl 2
n (Fq). By

Corollary 1.20, the Fp-dimension of Gl 1
n (Fq) /Gl 2

n (Fq) is n|Fq : Fp|
(
n+1
n−1

)
.

Remark 2.16. The latter corollary is indeed a particular case of a more general result. What
we actually proved in Proposition 2.12, is that the additive subgroup generated by [homi,homj ]
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is homi+j for every positive integers i, j (where homi is the set of homogeneous derivations of
degree i+1 defined in Remark 2.2). This implies that in the hypothesis of the proposition, the set
hom1 topologically generate Der1

R (R[[t]]) = L(Gl 1
n (R)) as a Lie ring. Thus, using Proposition

2.10, we obtain that {t + rtαEi | r ∈ R, |α| = 2, i ∈ {1, . . . , n}} is a set of (topological)
generators for Gl 1

n (R).
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Part II

Cartan type and other subgroups
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Chapter 3

Cartan type subgroups

As already said in the introduction to this thesis, A. Shalev introduced [34] the generalized
Nottingham group with the main purpose of finding new just infinite pro-p groups. We will
deal the just infiniteness of the generalized Nottingham group in more details in Chapter 6,
however the feeling was that also some interesting subgroups of the Nottingham group may be
just infinite, namely the Cartan type pro-p groups. The name of this family of subgroups is due
to their construction, related to Cartan type subalgebras of the Witt algebra.

When dealing with dimensions higher than one, byWitt algebras authors might mean different
— although strictly related — definitions. Usually — for instance in [6], our main reference for
the subject —, for a positive integerm, the n-th Witt algebraW (n : 1) is the restricted simple Lie
algebra of derivations of DerFp ((Fp[t]/(tp1, . . . , tpn))), but it can be seen as a particular subalgebra
of the algebra W (m) of special derivations of the completed algebra of divided powers; see [6,
38].

The other Cartan type algebras are subalgebras of the Witt algebra that annihilate some
differential form; however, again, they can also be seen as particular subalgebras of a larger
subalgebra of W (m).

From the previous chapter, we know that the Lie algebra associated to Gl 1
n (Fp) is a subalgebra

of DerFp
(Fp[[t]]) (reversing order). Indeed the n-th Witt algebra is a quotient of DerFp

(Fp[[t]])
(see also Example 5.3).

In what follows we explicit the — supposed — basic idea of Shalev constructing analogous of
Cartan type subalgebras (or better: their extended version) where the starting point is the formal
power series algebra, instead of the completed divided powers algebra. However our construction
remains quite general, not depending on the ring R.

The construction of Cartan type algebras given by Block and Wilson [6] will be followed.

3.1 The exterior algebra of differential forms

The automorphism group of R[[t]] acts on Der (R[[t]]) by φ(D)(g) = φ(D(φ−1(g))) for every
D ∈ DerR (R[[t]]), φ ∈ AutRR[[t]] and g ∈ R[[t]].

Consider the set of R[[t]]-module morphisms HomR[[t]](DerR (R[[t]]) , R[[t]]). It has a natural
structure of R[[t]]-module and we make DerR (R[[t]]) act on it by

(D(Φ))(E) := D(Φ(E))− Φ([D,E]) (3.1)

27
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for every D,E ∈ DerR (R[[t]]) and Φ ∈ HomR[[t]](DerR (R[[t]]) , R[[t]]). Note also that

D(fΦ)(E) = D(fΦ(E))− fΦ([D,E]) = D(f)Φ(E) + fD(Φ(E))− fΦ([D,E]) =

= D(f)Φ(E) + fD(Φ)(E)

for every f ∈ R[[t]].
Let d : R[[t]] → HomR[[t]](Der (R[[t]]) , R[[t]]) be such that df(D) = D(f) for every derivation

D and every formal power series f . Then for every Φ ∈ HomR[[t]](Der (R[[t]]) , R[[t]]) and every
derivation D =

∑n
i=1Di∂i ∈ Der (R[[t]]) we have

Φ(D) = Φ(

n∑

i=1

Di∂i) =

n∑

i=1

DiΦ(∂i) =

n∑

i=1

Φ(∂i)dti(D)

whence we deduce that HomR[[t]](Der (R[[t]]) , R[[t]]) is a free R[[t]]-module — a base for which is
given by dt1, . . . ,dtn — as for every a1, . . . , an in R[[t]], the homomorphism

∑n
i=1 aidti applied

to ∂j gives aj and therefore it is the trivial homomorphism if and only if aj = 0 for every
j ∈ {1, . . . , n}. Moreover, applying definition (3.1),

D(df)(E) = DE(f)− [D,E] (f) = ED(f) = d(Df)(E)

that is D(df) = d(Df), for every D,E ∈ DerR (R[[t]]) and every f ∈ R[[t]].
Let Ω be the exterior algebra of HomR[[t]](DerR (R[[t]]) , R[[t]]). Then Ω is a free R[[t]]-module,

a base for which is given by {dtj1 ∧ dtj2 · · · ∧ dtjs | {j1 < j2 < . . . < js} ⊆ {1, . . . , n}}. We can
extend any D ∈ DerR (R[[t]]) to a derivation of Ω by imposing, for every ω, λ ∈ Ω,

D(ω ∧ λ) = D(ω) ∧ λ+ ω ∧D(λ)

and D(fλ) = D(f)λ+ fD(λ) for every f ∈ R[[t]].
Finally AutRR[[t]] acts on HomR[[t]](DerR (R[[t]]) , R[[t]]) by

φ(Φ)(D) = φ−1(Φ(φ(D)))

— for every φ ∈ AutRR[[t]], Φ ∈ HomR[[t]](DerR (R[[t]]) , R[[t]]) and D ∈ DerR (R[[t]]) — and we
can naturally extend the action to Ω. In particular the image of λ∧ω through an automorphism
φ ∈ AutRR[[t]] equals φ(λ) ∧ φ(ω) for all λ, ω in Ω and — for every formal power series f and
every derivation D —

φ(df)(D) = φ−1(df(φ(D))) = φ−1(φ(D)(f)) = φ−1(φ(D(φ−1(f)))) = Dφ(f) = dφ(f)(D),

that is
φ(df) = d(φ(f)). (3.2)

Consider the following differential forms:

• ωS := dt1 ∧ . . . ∧ dtn;

• ωH :=
∑r
i=1 dti ∧ dti+r for n = 2r;

• ωK := dt2r+1 +
∑r
i=1 (ti+rdti − tidti+r) for n = 2r + 1.
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We define the special algebra Sn(R) and the hamiltonian algebra Hn(R) to be the annihilator
algebras of ωS and ωH respectively; the contact algebra Kn(R) is the algebra of derivations D
such that D(ωK) ∈ R[[t]]ωK . These are the Cartan type subalgebras of DerR (R[[t]]).

On the other side, the special group and the hamiltonian group are defined to be stabilizer
subgroups in Aut1

mR[[t]] of ωS , and ωH respectively; the contact group instead is the group of
automorphisms φ ∈ Aut1

mR[[t]] such that φ(ωK) is in the submodule R[[t]]ωK . We call these
groups Cartan type subgroups of the generalized Nottingham group.

We will mostly work with the corresponding subgroups of Gl 1
n (R), denoted by Sl 1

n (R),
H 1

n (R) and K 1
n (R) respectively.

The main question about these groups is whether — over a finite field — they are just infinite
or not. We do not have an answer, however in the next section we start the study of the simplest
among these, the Special subgroup, and in Chapter 8 we show a concrete possible way for a
proof.

3.2 The Special subgroup over a finite field

Proposition 3.1. The elements of the special algebra Sn(R) are those derivations in DerR (R[[t]])
whose divergence is null.

Definition. We define the divergence to be the function

div : DerR (R[[t]])→ R[[t]]

such that div(
∑n
i=1 fi∂i) =

∑n
i=1 ∂ifi.

Remark 3.2. Divergence is in fact an homomorphism of R-modules.

Remark 3.3. A base for the free R-module underlying DerR (R[[t]]) is given by {tα∂i | i ∈
{1, . . . , n}, α ∈ N0

n} and the image through divergence function of tα∂i is αitα−εi , therefore
there exists an R-base of Im(div) that is a subbase of {tα}. In particular, to compute the rank
of Im(div) it will suffices to count n-tuples α such that tα ∈ Im(div).

Proof of Proposition 3.1. Let D =
∑n
i=1 fi∂i be a derivation. Then

D(ωS) =D(dt1) ∧ dt2 ∧ · · · ∧ dtn + dt1 ∧D(dt2) ∧ · · · ∧ dtn + · · ·+ dt1 ∧ dt2 ∧ · · · ∧D(dtn)

=d(f1) ∧ dt2 ∧ · · · ∧ dtn + dt1 ∧ d(f2) ∧ · · · ∧ dtn + · · ·+ dt1 ∧ dt2 ∧ · · · ∧ d(fn)

=(∂1f1)ωS + (∂2f2)ωS + · · ·+ (∂nfn)ωS

=div(D)ωS

yielding the claim.

For every integer x ≥ −1 let hx(Sn(R)) denote Sn(R) ∩ homx (where homx is the set of
homogeneous derivations, see Remark 2.2). Then Sn(R) =

⊕
x≥−1 hx(Sn(R)) is a graded algebra.

Corollary 3.4. Assume R is a field of characteristic p. For every x ≥ −1,

dimR hx(Sn(R)) =

(
n+ x

n− 1

)
× n−

(
n+ x− 1

n− 1

)
+ ε(x)

where ε(x) =
(
x′+n−1
n−1

)
if x = x′p+ n(p− 1) for some x′ ∈ N0, otherwise ε(x) = 0.
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Proof. Consider the R-linear application

divx = div|homx : homx →
⊕

|α|=x
Rtα

that is just the restriction of div to homx. Let α ∈ N0
n be an n-tuple of weight |α| = x. If there

exists j ∈ {1, . . . , n} such that αj 6≡p −1, then divx(Rtα+εj∂j) = Rtα. Actually an R-base of
Im(divx) is given by {tα | |α| = x and there exists j ∈ {1, . . . , n} such that αj 6≡p −1}.

If there exists no x′ such that x = x′p+n(p−1), then there exists no α of weight x such that tα

is not in the just mentioned set and therefore divx is surjective, otherwise there are
(
x′+n−1
n−1

)
such

α. Hence the claim, as dimR(hx(Sn(R))) = dimR ker(divx) = dimR(homx)−dimR Im(divx).

Proposition 3.5. The special group is formed by elements f in Gl 1
n (R) whose Jacobian has

determinant equal to 1.

Proof. It is just a matter of direct computations. Let f be in Gl 1
n (R) and let φ be the corre-

sponding automorphism in AutmR[[t]]. Then, by equation (3.2),

φ(ωS) = dφ(t1) ∧ · · · ∧ dφ(t2) = (

n∑

i=1

∂iφ(t1)dti) ∧ · · · ∧ (

n∑

i=1

∂iφ(tn)dti)

=

n∑

i1=1

· · ·
n∑

in=1

∂i1φ(t1) · · · ∂inφ(tn)dti1 ∧ · · · ∧ dtin

= det(∂iφ(tj))
n
i,j=1ωS = det(Jacf)ωS

Hence the claim follows.

Corollary 3.6. The special group Sl 1
n (R) is closed in Gl 1

n (R).

Corollary 3.7. The intersection of the special algebra Sn(R) with Der1
R (R[[t]]) is isomorphic to

L(Sl 1
n (R)).

Proof. Recall that for every f ∈ R[[t]], we denote by bfcr the lowest degree representative of
f + mr+1.

Let f = (ti + fi)
n
i=1 be in Gl 1

n (R). Then

det Jac(f) = 1 +

n∑

i=1

∂ifi + F ((∂ifj)
n
i,j=1)

where F ∈ R[X1,1, . . . , Xn,n] is a polynomial of order at least 2. In particular, for every r ∈ N

det Jac(f) ≡ 1 +

n∑

i=1

∂ibficω(f)+r + F ((∂ibfjcω(f)+r−1)ni,j=1) mod mω(f)+r+1

whence f is in Sl 1
n (R) if and only if

∑n
i=1 ∂ibficω(f)+r = −bF ((∂ibfjcω(f)+r−1)ni,j=1)cω(f)+r−1

for every r ∈ N. It follows that if f is in Sl 1
n (R), then

∑n
i=1 ∂ibficω(f)+1 = 0 and, conversely, for

any n-tuple (gi)
n
i=1 of homogeneous polynomials of degree x there exists an n-tuple f ′ = (f ′i)

n
i=1

such that bf ′icx = g′i for every i ∈ {1, . . . , n} and det Jac(t + f) = 1. Now the claim follows
since the divergence of a formal power series is 0 if and only if it is 0 on each homogeneous
component.
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Now, let R be a finite field of characteristic p. We are going to exhibit a (infinite) set of
R-generators for Sn(R). We start defining the following subsets:

A := {tα∂i ∈ S | α ∈ N0
n, i ∈ {1, . . . , n} s. t. αi ≡p 0}

B :=
{

(αj + 1)tα+εi∂i − (αi + 1)tα+εj∂j ∈ S | α ∈ N0
n, i, j ∈ {1, . . . , n− 1} s. t.

αi 6≡p −1 and ∃j = min{1,...,n} {k > i | αk 6≡p −1}
}

C := A ∪B

Proposition 3.8. Let R be a field of characteristic p. For every x ≥ −1, the set Cx = C ∩
hx(Sn(R)) is an R-base of hx(Sn(R)).

Proof. Consider the function ξ from Cx to the set Px of pairs (α, i) ∈ N0
n×{1, . . . , n} such that α

has weight x+1 defined by ξ(tα∂i) = (α, i) on A∩Cx and by ξ((aj+1)tα+εi∂i−(ai+1)tα+εj∂j) =
(α + εi, i) on B ∩ Cx: it is well defined since A and B have empty intersection. The pair
(α, i), where α = (αj)

n
j=1, is not in the image of ξ if and only if αi 6≡p 0 and there exists no

j ∈ {i + 1, . . . , n} such that αj 6≡ −1. So we can define a function Ξ from Px \ Im(ξ) to R[[t]]
sending (α, i) to tα−εi . Let (α, i) and (β, j) be in Px \ Im(ξ) having the same image through Ξ.
Then if j was greater than i — or vice versa —, we would have that βj − 1 should be equivalent
modulo p to −1, whereas we know that βj is not equivalent to 0. So i = j and therefore α = β
since α− εi = β − εj . In other words, the function Ξ is injective. Moreover an element tα is in
the image of Ξ for an n-tuple α = (αi)

n
i=1 only if αi is not equivalent to −1 modulo p for some

i ∈ {1, . . . , n} and therefore only if tα is an element of the base of the image of divx (see the
proof of Corollary 3.4). Thus

|Cx|+ dimR Im(divx) ≥ |Cx|+ Im(Ξ) ≥ |Px| = dimR homx

whence |Cx| ≥ dimR hx(Sn(R)). It remains to prove that elements of Cx are linearly independent.
It is clear that so they are elements of Ax and that the intersection of the subspace generated by
Ax trivially intersect the subspace generated by Bx, so it suffices to prove that elements of Bx are
linearly independent. We may endow Bx of a partial order as follows. Let b1 and b2 be elements
of Bx and let (α1, i1) and (α2, i2) their image through ξ, then b1 � b2 if and only if i1 ≤ i2.
Note that if b1 ≤ b2 and b2 ≤ b1, then either b1 = b2 or ξ(b1) and ξ(b2) are different. So assume∑
b∈Bx

rbb = 0 for some (rb)b∈Bx
∈ RBx and suppose there exists b ∈ Bx such that rb is not zero.

Assume furthermore that b = (αj + 1)tα+εi∂i − (αi + 1)tα+εj∂j is minimal with this property
with respect to the just defined order. Then tα+εi∂i does not appear as component of any other
b ∈ Bx such that rb 6= 0 and therefore does not cancel out in the summation, contradicting the
assumption

∑
b∈Bx

rbb = 0.

Let Γ be an Fp-base of R. Then from Proposition 2.10 we obtain

Corollary 3.9. Let R be as before. Let U ⊆ Sl 1
n (R) be such that for every D ∈ C∩Der1

R (R[[t]])
and every a ∈ Γ there exists f ∈ U whose image through ιGl 1n(R) is aD. Then U generate Sl 1

n (R)

Such a set exists, as shown in the proof of Corollary 3.7.
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Chapter 4

Pseudo-algebraic subgroups

This chapter is an exploratory introduction to a family of subgroups of AutmR[[t]] that seem to
have very nice properties and might be a very good tool to study Cartan type subgroups. Still,
everything is at a very low stage and the interest for this subject is, so far, mostly based on
speculations, some of which are discussed in the conclusive chapter. The reader, willing to have
more information about this regard or unsatisfied by the sudden end of this chapter, is invited
to look at the last section of Chapter 8.

The reading of this chapter should also clarify the reasons for our notation for groups of
n-tuples in the ring of formal power series under substitution.

In what follows K is a fixed ring (possibly, but not necessarily, a field).

4.1 Basic introduction to linear algebraic groups

A very basic background on linear algebraic groups is needed. Our main reference for the subject
is Waterhouse’s book [41], however here we recall main definitions and results that are necessary
for the chapter.

An affine algebraic group over K is — by definition — a representable functor G from the
category of K-algebras to the category of groups. Representable functor means that there exists
a K-algebra A such that G(V ) = HomK(A, V ) for every K-algebra V . It turns out that the
representing K-algebras has some additional structure, namely it is an Hopf algebra.

Definition. An Hopf K-algebra A is a commutative K-algebra endowed with the K-algebra
maps

comultiplication ∆ :A→ A⊗A
counit ε :A→ K

coinverse S :A→ A

such that the diagrams

A⊗A⊗A A⊗A

A⊗A A

∆

∆

∆⊗ id

id⊗∆
K ⊗A A⊗A

A A

∆

=

∼ =

id⊗∆
A A⊗A

K A

∆

ε

(S, id)

33
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commute.

Remark 4.1. Some authors use different definition of Hopf algebra, for example they might be
non-commutative.

Indeed the relation that associates an algebraic group to its Hopf algebra is a contravariant
functor.

Example 4.1. The general linear group over K is the functor GLn represented by the algebra
AGLn

:= K[X1,1, . . . , Xn,n, Y ]/IGLn
where IGLn

is the ideal generated by Y det(Xi,j)
n
j,i=1 − 1

where det(Xi,j)
n
j,i=1 is the polynomial formula to compute the determinant of an n× n matrix.

In this case comultiplication is given by ∆(Xi,j) =
∑n
l=1Xi,l ⊗Xl,j .

An homomorphism of affine group schemes over K corresponds to Hopf algebras homomor-
phisms, that is K-algebras homorphisms that preserve ∆. In particular a surjective homomor-
phism of Hopf algebras corresponds to an embedding (called closed embedding) of algebraic
groups over K. Hence a closed subgroup H of G is the functor represented by a quotient algebra
A/I of the Hopf algebra A associated to G. As A/I must be in turn an Hopf algebra, the ideal
I has to satisfy some conditions:

∆(I) ⊆ I ⊗A+A⊗ I, S(I) ⊆ I, ε(I) = 0 (4.1)

If this is the case we say that I is an Hopf ideal.

Definition. A linear algebraic group is defined to be a closed subgroup of GLn.

From what we said we deduce that a linear algebraic group is represented by an Hopf algebra
of the kind K[X1,1, . . . , Xn,n, Y ]/I where I is an Hopf ideal containing the one generated by
Y det(Xi, j)nj,i=1 − 1.

When we evaluate a linear algebraic group G on some K-algebra V we are taking the set
HomK(A, V ) and every homomorphism φ in it is essentially determined by the images φ(Xi,j) ∈
V for every Xi,j that need to satisfy the polynomials in I (φ(Y ) is uniquely determined by images
of other indeterminates). Thus we may represent every φ ∈ HomK(A, V ) by an n × n matrix
(φ(Xi,j))

n
i,j=1. Indeed HomK(A, V ) is a group under the product defined by

φ · ψ(Xi,j) = (φ, ψ)(∆(Xi,j)) for all φ, ψ ∈ HomK(A, V )

— where (φ, ψ) is the unique map A⊗A→ V that factorizes a× b 7→ φ(a)φ(b) (it exists because
of the universal property of A ⊗ A) — and in the linear case the comultiplication ∆ is induced
by the comultiplication of GLn and in particular the identification of G(V ) with the matrices
n × n is indeed a group isomorphism where we put the product of two matrices to be precisely
the matrix multiplication.

Example 4.2. The special linear group SLn over K is the functor represented by the quotient
of the Hopf K-algebra AGLn

over the ideal generated by det(Xi,j)
n
j,i=1 − 1. Note that its Hopf

algebra can also be seen as the quotient algebra of K[X1,1, . . . , Xn,n] over the ideal generated by
the same polynomial det(Xi,j)

n
j,i=1−1. It is a subgroup of GLn and its evaluation on a K-algebra

V corresponds to the subgroup of GLn(V ) of matrices whose determinant is 1.

Remark 4.2. Let G be a linear algebraic group embedded into GLn and let V be a K-algebra.
Since the matrices of G(V ) are those satisfying a certain collection of polynomials, the group is
closed under the product topology of V with itself n× n times.
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4.2 Definition
Notation 16. Throughout the remaining of this chapter, the capital letter R denotes a K-
algebra.

Definition. Let G be a linear algebraic group over K endowed with a fixed embedding into
GLn. A closed subgroup G of Gl n (R) is called pseudo-algebraic group over K evaluated on R
associated to G if any f ∈ Gl n (R) is in G if and only if Jac(f) is in G(R[[t]]).

Example 4.3. The group Gl n (R) itself is a pseudo-algebraic subgroup over K evaluated on
K associated to GLn(R). In fact we proved (Corollary 1.16) that an n-tuple f ∈ Mn(R) is in
Gl n (R) if and only if its Jacobian is invertible.

Proposition 4.3. For every closed embedding of a linear algebraic group G over K into GLn,
there exists a pseudo-algebraic subgroup associated to G.

Proof. Define
G (R) := {f ∈ Gl n (R) [[t]] | Jac(f) ∈ G(R[[t]])} ⊆ Gl n (R) (4.2)

We prove that it is a closed subgroup.
Let f , g ∈ Mn(R) be in G (R). Then, by the chain rule,

Jac(f ◦ g) = (Jac(f) ◦ g) · Jac(g) (4.3)

where Jac(g) is in G(R) by definition and the substitution Jac(f) ◦g is meant to be component-
wise. Indeed, such a substitution coincides with a component-wise application of an automor-
phism Φg ∈ AutRR[[t]]. The resulting matrix corresponds to the morphism AG → R[[t]] given by
the composition of the homomorphism AG → R[[t]] associated to Jac(f) with the automorphism
Φg, in particular it lies in G(R[[t]]). So, Jac(f) ◦ g and Jac(g) are elements of the n× n matrix
representation of G(R), but then their product is also in G(R) and therefore — by definition —
f ◦ g lies in Gn (R). Similarly, solving equation (4.3) where we substitute f−1 to g, we obtain

Jac(f−1) =
(
Jac(f) ◦ f−1

)−1

that — for analogous reasons to the previous ones — is in G(R).
Moreover, since Zariskii closed subsets of (R[[t]])n×n are closed under the topology inherited

from the topology of R, the set underlying the abstract group G(R[[t]]) is closed in GLn(R) ⊆
(R[[t]])n. Therefore G (R) is closed, being the pre-image of G(R) through the continuous function
Jac : G (R)→ GLn(R[[t]]).

Remark 4.4. A more direct approach to the proof that Jac(f)◦g is in G(R[[t]]) is the following.
An n×n matrix with coefficients in R[[t]] is in G(R[[t]]) if and only if satisfies a set of polynomials
P ⊆ K[X11, . . . , Xnn]. Let p ∈ P be such a polynomial. Then p ◦ (Jac(f) ◦ g) = (p ◦ Jacf) ◦ g =
0 ◦ g = 0.

Example 4.4. The pseudo-algebraic subgroup Sl n (R) associated to SLn is the group of n-tuples
in Mn(R) whose Jacobian has determinant equal to 1. By Proposition 3.5, when we intersect it
with Gl 1

n (R) we find exactly the special subgroup of Cartan type.

Example 4.5. Let n equal 3 and let U3 be the Heisenberg group, i. e. the group of unipotent 3×3
matrices. Consider the associated pseudo-algebraic subgroup U3 (R). Then f = (ti + fi)

n
i=1 ∈

Gl n (R) is in U3 (R) if and only if there exist a, b, c ∈ R[[t]] such that



1 + ∂1f1 ∂2f1 ∂3f1

∂1f2 1 + ∂2f2 ∂3f2

∂1f3 ∂2f3 1 + ∂3f3


 =




1 a b
0 1 c
0 0 1


 .
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Assume that Z embeds into R. Then this implies that f1 ∈ R[[t2, t3]] ⊆ R[[t]], f2 ∈ R[[t3]] ⊆ R[[t]]
and f3 = 0. So f may be written as



t1 + f1(t2, t3)
t2 + f2(t3)

t3




and the substitution operation with an other n-tuple g = (ti + gi)
n
i=1 of the same type is given

by

g ◦ f =



t1 + f1(t2, t3) + g1(t2 + f2(t3), t3)

t2 + f2(t3) + g2(t3)
t3


 .

Example 4.6. Let n equal 2. Assume Z embeds into R and let U2 be the unipotent group of
2 × 2 matrices. Let f = (ti + fi)

n
i=1 be in Gl n (R). Then f is in the pseudo-algebraic group

U2 (R) associated to U2 if and only if ∂1f1 = 0, ∂1f2 = 0 and ∂2f2 = 0, that is f is of the form
(
t1 + f1(t2)

t2

)

where f1 is any formal power series in M1 (R). The group product with an other element (ti +
gi)

n
i=1 in U2 (R) — g2 = 0 and g1 ∈ R[[t2]] — is given by

g ◦ f =

(
t1 + f1(t2) + g1(t2)

t2

)

It follows that U2 (R) is isomorphic to (M1 (R) ,+).

Example 4.7. Let 1n be the trivial subgroup of GLn. If Z embeds into R, then the associated
pseudo-algebraic subgroup is the trivial subgroup 1n (R) of Gl n (R). Conversely, if K is a finite
field of characteristic p, the associated pseudo-algebraic subgroup is 1n (R) = {t + fp | f ∈
M 1
n (R)}.

Proposition 4.5. Let G be a linear algebraic subgroup of GLn and let G (R) be the associated
pseudo-algebraic subgroup. Then

G (R) ∼= G(R) n
(

Gl 1
n (R) ∩ G (R)

)

Proof. The proof is done precisely in the same way we proved Proposition 1.14. Consider the
surjection Gl n (R) → GLn(R) given in the exact sequence (1.5). Then the image of G (R)
through such a map is contained in G(R), but we may also easily check that the section of
the exact sequence brings G(R) to G (R). We conclude observing that the kernel of the above
mentioned surjection is Gl 1

n (R) ∩ G (R).

4.3 Functoriality of pseudo-algebraic groups

Let R and S be K-algebras and let ρ : R → S be a K-algebra homomorphism. The universal
property of the ring of formal power series [7, Chapter IV, §4, Proposition 4] implies there exists
a unique ring homomorphism ρ̃ : R[[t]]→ S[[t]] mapping ti ∈ R[[t]] to ti ∈ S[[t]] and such that the
following diagram commutes
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R S

R[[t]] S[[t]]

ρ

ρ̃

for ρ makes S (and therefore S[[t]]) into an R-algebra. Such homomorphism ρ̃ is namely the one
that maps

∑
α∈N0

n fαt
α to

∑
α∈N0

n ρ(fα)tα. Let φ be an endomorphism in EndmR[[t]]. Then
there exists a unique endomorphism ˜̃ρ(φ) of S[[t]] such that the following diagram commutes

R[[t]] S[[t]]

R S

R[[t]] S[[t]]

ρ
φ

ρ̃

ρ̃

˜̃ρ(φ)

namely the unique endomorphism S[[t]]→ S[[t]] such that

R[[t]] S[[t]]

{t1, . . . , tn} S

R[[t]] S[[t]]

ρ̃

ρ̃φ

˜̃ρ(φ)

i. e. the one that maps
∑
α fαt

α to
∑
α fαρ̃(φ(tα)). Because of uniqueness, standard argu-

ments show that ˜̃ρ is a monoid morphism and in particular a group morphism when restricted
to AutRR[[t]]. Of course such a monoid (group) homomorphism induces a monoid (group)
homomorphism Mn (R) → Mn (S) (resp. Gl n (R) → Gl n (S)) — namely the one mapping
f = (fi)

n
i=1 ∈ Mn (R) to (ρ̃(fi))

n
i=1 — that we also denote ˜̃ρ. Note that if ρ is continuous,

so it is ˜̃ρ, since it acts component-wise like ρ and on Mn(R) we have the product topology.
Now, let f =

∑
α∈N0

n fαt
α be in R[[t]] and D =

∑n
i=1Di∂i ∈ DerR (R[[t]]) a derivation (see

Chapter 2). Then we have

ρ̃(Df) =

n∑

i=1

ρ̃(Di)ρ̃(∂if)

where
ρ̃(∂if) =

∑

α∈N0
n

ρ(fα)αit
α−εi = ∂i(ρ̃(f))

and therefore, for every f = (fi)
n
i=1 ∈ Mn (R),

ρ̃(Jacf) = (ρ̃(∂jfi))
n
i,j=1 = (∂j ρ̃(fi))

n
i,j=1 = Jac(˜̃ρ(f)).

It follows that if Jac(f) satisfies some polynomial p ∈ K[X1,1, . . . , Xn,n], so it does Jac(˜̃ρ(f)). For
any algebraic group G, let G (R) and G (S) be its associated pseudo-algebraic groups in Gl n (R)
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and Gl n (S) respectively. Then, from previous considerations, we infer that the restriction of ˜̃ρ
to G (R) actually goes to G (S).

Let σ : S → T be a K-algebra homomorphism and let ˜̃σ be the associated group morphism
from Gl n (S) to Gl n (T ). Then, for every f = (

∑
α∈N0

n fi,αt
α)ni=1 ∈ Mn (R)

˜̃σ ˜̃ρ(f) = ˜̃σ(˜̃ρ(f)) = ˜̃σ

((∑

α

ρ(fi,α)tα

)n

i=1

)
=

(∑

α

σρ(fi,α))tα

)n

i=1

= ˜̃σρ(f)

where ˜̃σρ is the monoid homomorphism Mn (R) → Mn (T ) associated to σρ : R → T . Finally,
clearly the group homomorphism associated to idR : R → R is ˜̃

idR = idMn(R). All these
considerations sum up by saying that for every linear algebraic embedding G ↪→ GLn over K we
have an associated functor G, called pseudo-algebraic functor, from the category of (topological)
K-algebras to the category of (topological) groups.

Lemma 4.6. Let ρ : R → S be an injective K-algebras morphism. Then the induced map
˜̃ρ : Gl n (R)→ Gl n (S) is injective.

Proof. Let f = (
∑
α fi,αt

α)ni=1 and g = (
∑
α gi,αt

α)ni=1 be two elements of Gl n (R) such that
˜̃ρ(f) = ˜̃ρ(g). Using the explicit expression of ˜̃ρ, we have

˜̃ρ(f) =

(∑

α

ρ(fi,α)tα

)n

i=1

=

(∑

α

ρ(gi,α)tα

)n

i=1

= ˜̃ρ(g)

that holds only if
ρ(fi,α) = ρ(gj,α)

for every α ∈ N0
n and every i ∈ {1, . . . , n}, that is f = g, since ρ is injective.

Remark 4.7. The functor G does not preserve surjectivity in general. For example, let K and
R be the ring of integers Z and consider the surjective ring morphism ρ : Z→ Z/pZ ∼= Fp where
p is a prime number. Then the induced morphism GLn(Z) → GLn(Z/pZ) is not necessarily
surjective. For example, when p = 7 and n = 2, the matrix

(
2 + 7Z 0

0 2 + 7Z

)

is in GL2(Z/7Z) but not in the image of GL2(Z), thus ˜̃ρ : Gl 2 (Z) → Gl 2 (Z/7Z) cannot be
surjective. However its restriction to Gl 1

n (Z) it is, but somewhat by chance. A simple counterex-
ample is given by the trivial pseudo-algebraic subgroup, discussed in Example 4.7. Indeed 1n (Z)
is actually trivial, whereas 1n (Z/pZ) is not, so the induced map 1n (Z)→ 1n (Z/pZ) can not be
surjective, not even when restricted to the intersection with the Nottingham group.

Lemma 4.8. Let I be a closed ideal of R. Then the subset
{
f = (ti +

∑

α

fi,α)ni=1 ∈ Gl n (R) | fi,α ∈ I for every i ∈ {1, . . . , n}, α ∈ N0
n

}

is a normal closed subgroup of Gl n (R).

Proof. Such a subset is the kernel of the map Gl n (R)→ Gl n (R/I).
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4.4 Lie rings of pseudo-algebraic groups

Let G be a pseudo-algebraic functor over K. Coherently with [41, Theorem 12.2], we define

Lie (G) (R) := ker
(

G
(
R[τ ]/(τ2)

)
→ G (R)

)
.

Since G
(
R[τ ]/τ2

)
and G (R) are closed subgroups of Gl n

(
R[τ ]/τ2

)
and Gl n (R) respectively and

the projection G
(
R[τ ]/τ2

)
→ G (R) is just the restriction to G

(
R[τ ]/τ2

)
of the projection from

Gl n
(
R[τ ]/τ2

)
to Gl n (R), there exists a natural embedding of Lie (G) (R) into Lie (Gl n) (R).

Notation 17. We write R[τ ] — assuming τ2 = 0 — instead of R[τ ]/(τ2).

Let S be a K-algebra such that there exists an embedding R[τ ] → S. Then, because of
functoriality of pseudo-algebraic groups, we have an embedding of Lie (G) (R) into G (S). Let
f = t+ τf ′ — for some f ′ = (fi)

n
i=1 ∈ Mn (R) — be an arbitrary element of Lie (G) (R) ≤ G (S).

Using automorphism representation of Gl n (S), we may consider f as an automorphism Φf of
S[[t]] whose action is defined by g ∈ S[[t]] 7→ g ◦ f . Then, by Lemma 1.17,

Φf (g) = g ◦ f =
∑

α

(τf ′)α∂αg = g + τ

n∑

i=1

fi∂ig

that is, Φf acts like the S-linear morphism id + τD where D =
∑n
i=1 fi∂i is in the image of

Der0
R (R[[t]]) into Der0

S (S[[t]]) (see Lemma 2.3). Thus, we obtain a natural map from Lie (G) (R)
to Der0

R (R[[t]]), that maps f to the derivation Df such that τDf (g) = g◦f−g for every g ∈ R[[t]].
Note that f = t ◦ f = (id + τDf )t = t + τDf t (the R-morphisms are meant to be appplied
component-wise to n-tuples), thus the above mentioned map is injective, since there is a left
inverse given by D ∈ Der0

R (R[[t]]) 7→ t+ τDt. From the explicit expression of the maps it is also
clear that it is continuous.

Proposition 4.9. The just mentioned map from Lie (G) (R) to Der0
R (R[[t]]) is an homomorphism

of abelian groups.

Proof. Let f = t+ τf ′ and g = t+ τg′ be two elements of Lie (G) (R). Then, using Lemma 1.17

(t+ τf ′) ◦ (t+ τg′) = t+ τg′ + τf ′ ◦ (t+ τg′) = t+ τ(g′ + f ′)

so that the image of f ◦ g in Der0
R (R[[t]]) is

n∑

i=1

(fi + gi)∂i =

n∑

i=1

fi∂i +

n∑

i=1

gi∂i = Df +Dg

where f ′ = (fi)
n
i=1, g′ = (gi)

n
i=1 and Df and Dg are the images into Der0

R (R[[t]]) of f and g
respectively.

Consider R[µ, η]/(µ2, η2), simply denoted by R[µ, η]. Then we have three embedding κµ,
κη, κµη of Lie (G) (R) into G (S), sending τ to µ, η or µη, respectively. Consider two elements
f = t + τf ′ and g = t + τg′ in Lie (G) (R) and let Df and Dg be their associated derivations.
Then κµ(f) acts like id +µDf , its inverse like id−µDf and similarly for κη(g). Thus, for every
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formal power series h ∈ R[[t]]

h ◦ [κµ(f), κη(g)] =h ◦ (t− µf ′) ◦ (t− ηg′) ◦ (t+ µf ′) ◦ (t+ ηg′)

=(id + ηDg)(id + µDf )(id− ηDg)(id− µDf )h

=(id + ηDg)(id + µDf )(id− ηDg)(h− µDfh)

=(id + ηDg)(id + µDf )(h− µDfh− ηDgh+ ηµDgDfh)

=(id + ηDg)(h− µDfh− ηDgh+ ηµDgDfh+ µDfh− µηDfDgh)

=h− ηDgh+ ηµ (DgDf −DfDg)h+ ηDgh− ηµDgDfh+ ηµDgDfh

= (id + ηµ [Dg, Df ])h;

therefore [κµ(f), κη(g)] ∈ G (R[µ, η]) is in the image of κµ,η, that is there exists h = (t+ τh′) in
Lie (G) (R) such that the associated derivation is [Dg, Df ]. It follows that the image of Lie (G) (R)
into Der0

R (R[[t]]) is a Lie subring, or — equivalently — we may endow Lie (G) (R) of a Lie brackets
operation that turns it into a Lie ring, namely [g,f ] := κ−1

µη ([κµ(f), κη(g])).

Remark 4.10. The order in the definition of Lie brackets in Lie (G) (R) is inverted so that
the resulting Lie ring is isomorphic (and not anti -isomorphic) as a Lie ring to its image in
Der0

R (R[[t]]).

Example 4.8. The Lie ring of Gl n (R) is isomorphic to Der0
R (R[[t]]). In fact, for every derivation

D in Der0
R (R[[t]]), the element given by t + τDt is in Mn (R[τ ]) and it is invertible, its inverse

being t− τDt.

Example 4.9. Let f = (ti + τfi)
n
i=1 be in Lie (Gl n) (R). Then the computation of the determi-

nant of Jac(f) reduces to 1 + τ
∑n
i=1 ∂ifi, since in all other terms τ2 appears. So Lie (Sl n) (R)

coincides with the subset of Der0
R (R[[t]]) of derivations

∑n
i=1 fi∂i such that

∑n
i=1 ∂ifi = 0, that

is the intersection of the special algebra (see Chapter 3) and Der0
R (R[[t]]).



Chapter 5

Other families of subgroups of the
generalized Nottingham group

In this section we assume R to be a finite dimensional algebra over a p prime order field. Actually,
the reader may verify that for the first section to work it is enough requiring R to be Noetherian,
whereas most of the second section may be done with arbitrary rings. Still, for the sake of
homogeneity and to avoid specifying each time what we are dealing with, we preferred having
this general assumption.

5.1 Subgroups related to ideals

We have already introduced subgroups of Gl n (R) associated to ideals of R (Lemma 4.8). Here
we construct subgroups starting from ideals of R[[t]].

Lemma 5.1. Let I be an ideal of R[[t]] and let φ be an automorphism of R[[t]] such that φ(I) ⊆ I.
Then φ(I) = I.

Proof. Since R[[t]] is Noetherian [12] the sequence I ⊆ φ(I) ⊆ φ2(I) ⊆ . . . stabilizes, that is
φi(I) = φi+1(I) for some i ∈ N and therefore we obtain φ(I) = I by applying φ−r.

Proposition 5.2. Let I be a closed ideal of R[[t]]. Then

St (I) := {g ∈ Gl n (R) | h ◦ g ∈ I for every h ∈ I}

and
K (I) := {(ti + fi)

n
i=1 ∈ Gl n (R) | fi ∈ I}

are closed subgroups of Gl n (R).

Proof. Identifying Gl n (R) with AutRR[[t]], the set St (I) coincides with the set of automorphisms
φ such that φ(I) ⊆ I, that, by the previous lemma, coincides with the set of automorphisms such
that φ(I) = I, that is a group, being a stabilizer of the action of the group on ideals of R[[t]].

Let f be in Gl n (R) \ St (I). Then there exists i ∈ I such that i ◦ f 6∈ I. Since I is closed,
there exists an open neighbourhood of i ◦ f in m such that I ∩ O = ∅. By Corollary 1.28, the
subset {g ∈ Mn(R) | i ◦ g ∈ O} is an open neighbourhood of f that does not meet St (I). So
St (I) is closed.

41
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On the group St (I) we can define a continuous group morphism St (I)→ AutR(R[[t]]/I) such
that every f ∈ St (I) is mapped to the automorphism f + I 7→ f ◦ f + I. The kernel of such a
morphism is K (I) that therefore is a normal closed subgroup of St (I).

Example 5.1. When I = mj for some j ∈ N, we have that the group St
(
mj
)
is the whole group

Gl n (R), while K
(
mj
)
equals Gl j−1

n (R).

Proposition 5.3. Let I and J be ideals of R[[t]]. Then

(i) K (I) is open if and only if I is open;

(ii) St (I) ∩ St (J) ⊆ St (I ∩ J) and K (I) ∩ K (J) = K (I ∩ J);

(iii) the subgroup generated by K (I) and K (J) is contained in K (I + J);

(iv) the closed subgroup generated by K (J)∩Gl 1
n (R) and K (I)∩Gl 1

n (R) is K (I + J)∩Gl 1
n (R).

Proof. Proofs of (i), (ii) and (iii) follow straightforward from definitions, so we focus on (iv).
LetG denote the closed subgroup generated by K (I) and K (J) and let f be in the intersection

of K (I + J) and Gl 1
n (R). We prove by induction that for every r ∈ N there exists hr ∈ G such

that f ◦ hr is in Gl rn (R). Since G is closed, this implies that the coset of G with respect to f
contains the identity, i. e. f is in G.

For r = 1 it is trivial. Assume it holds for some r ∈ N. Then fr := (t + f) ◦ hr is in
Gl rn (R)∩K (I + J). By definition of K (I + J), it means that there exist f I ∈

⊕n
i=1 I ⊆ (R[[t]])n

and fJ ∈
⊕n

i=1 I ⊆ (R[[t]])n, both of order at least r + 1, such that fr = t + f I + fJ . So let
hr+1 be hr ◦ (t− f I) ◦ (t− fJ), that is in G. By formula (1.8), we have

f ◦ hr+1 = fr ◦ (t− f I) ◦ (t− fJ) ≡ t mod M r+2
n (R)

i. e. f ◦ hr+1 is in Gl r+1
n (R).

Example 5.2. Let α1, . . . , αr be in N0
n and for every i ∈ {1, . . . , r} let (tαi) denote the

closed ideal of R[[t]] generated by tαi . Then, if n is at least 2, every K ((tαj )) is not open for
any j = 1, . . . r. Assume that (tα1) + . . .+ (tαr ) is open. Then any closed subgroup of Gl n (R)

that contains K ((tα1)) , . . . ,K ((tαr )) is open, since it contains K ((tα1) + . . .+ (tαr ))∩Gl 1
n (R).

This happens if and only if for every i ∈ {1, . . . , n} there is j ∈ {1, . . . , r} such that αj = ti
xi

for some xi ∈ N.

Example 5.3. Let R be the finite field Fp for a prime p. Consider the (open) ideal I E
R[[t]] generated by tp1, . . . , t

p
n. For every f = (fj)

n
j=1 ∈ Gl n (Fp) and every i ∈ {1, . . . , n}, the

automorphism associated to f applied to tip gives fip that is in I. Thus St (I) is the whole
group Gl n (Fp) and therefore K (I) is an open normal subgroup of Gl n (Fp) and in particular
of Gl 1

n (Fp). By Proposition 2.7, its associated Lie subalgebra LGl 1n(Fp)(K (I)) is an open ideal
of L(Gl in (Fp)) ∼= Der1

Fp
(Fp[[t]]), namely {∑n

i=1 fi∂i | fi ∈ I}. It turns out that the quotient
algebra L(Gl in (Fp))/LGl 1n(Fp)(K (I)) is isomorphic to DerFp

(Fp[t1, . . . , tn]/(t1
p, . . . , tn

p)) that in
turn is isomorphic to a subalgebra of the n-th Witt algebra W (n : 1). This enforces the relation
discussed in the introduction of Chapter 3 between the Nottingham group over finite fields and
Witt algebras.
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5.2 Index-subgroups
Index-subgroups are subgroups of the Nottingham introduced by Barnea and Klopsch [3]. Some
of them are part of the family — mentioned in the introduction of this thesis — of closed
subgroups of the Nottingham group that are hereditarily just infinite. However, their importance
is maybe more related to the computation of the Hausdorff spectrum of the Nottingham group
(see Theorem 5.15).

In this section, imitating Barnea and Klopsch, we present analogous of index subgroups for
the generalized Nottingham group over a finite dimensional algebra R over the finite field Fp of
order a prime p.

We have already defined in Chapter 1 (Section 1.1.1) what the support of a formal power
series is. Here we recall it and — with an abuse of notation — we extend this concept to elements
of Gl 1

n (R).

Definition. For every formal power series f =
∑
α fαt

α in R[[t]], the support of f is the set
Suppf of n-tuples α in N0

n such that fα is not 0 ∈ R.

Definition. Let f = (ti + fi)
n
i=1 be an element of Gl 1

n (R). We define its support to be the
subset of N0

n × {1, . . . , n} given by

Suppf :=

n⋃

i=1

Suppfi × {i} ⊆ N0
n × {1, . . . , n}. (5.1)

Moreover, for every d ∈ N we define the restricted d-support of f to be

Suppdf := {(α, i) ∈ Suppf | |α| ≤ ω (f) + d}. (5.2)

The concept of support of an element of Gl 1
n (R) is fundamental in the proof of Theorem

0.2, However we have already introduced it as it is useful to give a concise definition of index-
subgroup.

Definition. Let I be a subset of N0
n × {1, . . . , n} and define

J (I) := {t+ f ∈ Mn(R) | Suppf ⊆ I}

When J (I) is a subgroup of Gl 1
n (R), we call it index-subgroup associated to I.

Definition. We say that I ⊆ N0
n × {1, . . . , n} is an admissible index-set if for every (α, i) in

I the weight of α is greater than 1 and for all (α, i), (β, j) in I and for every h ∈ N such that(
β
hεj

)
6≡p 0, the pair (hα+ β − hεi, j) is in I.

Notation 18. The requirement |α| > 1 for every (α, i) ∈ I for I to be admissible is trivially
needed for J (I) to be a subset of Gl 1

n (R). From now on it is implicit, i. e. whenever we consider
a subset I of N0

n × {1, . . . , n}, we assume that any (α, i) is in I only if |α| > 1.

Remark 5.4. There is a natural injection of N0
n×{1, . . . , n} into N0

n+1×{1, . . . , n+1}, namely
((α1, . . . , αn), i) 7→ ((α1, . . . , αn, 0), i). If I ⊆ N0

n × {1, . . . , n} is an admissible index-set, then
its image in N0

n+1 × {1, . . . , n+ 1} is trivially again an admissible set (for n+ 1).

Lemma 5.5. Let I be an admissible index-set. Then the set J (I) coincides with the closed sub-
semigroup of Gl 1

n (R) topologically generated by S := {t + atαEi | (α, i) ∈ I and a ∈ R}, that,
actually, is a subgroup.
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Proof. Clearly S = {atαEi ∈ Gl 1
n (R) | (α, i) ∈ I and a ∈ R} is contained in J (I) and one can

also easily check that J (I) is a closed set (roughly speaking, it is homeomorphic to
∏

(α,i)∈I R×∏
(α,i)6∈I{0}, when looking at Mn(R) ⊇ Gl 1

n (R) as an infinite product of R with itself). Thus it
is enough to show that for every t+ f ∈ J (I) and every g in the subsemigroup generated by S,
the element (t+ f) ◦ g is contained in J (I) and — for some choice of g — equals an element of
depth greater than ω (f). For this implies that the sub-semigroup generated by S is contained
in J (I) and, for every r ∈ N, it contains some t+ fr such that (t+ f) ◦ (t+ fr) is in Gl rn (R). It
follows that the inverse of t+ f is contained in the closure of the semigroup which is contained
in J (I).

Let t+ f be an arbitrary element of J (I), say f =
∑

(β,j)∈I fj,βt
βEj , and let (α, i) be in I.

Then

(t+ f) ◦ (t+ atαEi) = t+ atαEi + f +
∑

h>0

∑

(β,j)∈I

(
β

hεi

)
fj,βt

β+h(α−εi)Ej (5.3)

is in J (I) by hypothesis, that is (t + f) ◦ S ⊆ J (I). In particular, let {(α1, i1), . . . , (αr, ir)} be
the restricted 1-support Supp1(t+ f) of (t+ f), then

(t+ f) ◦ (t− fi1,α1
tα1Ei1) ◦ · · · ◦ (t− fir,αr

tαrEir )

by formula (1.8) is an element of J (I) of depth greater than ω (f).

Remark 5.6. In fact, by taking f = tβEj for any (β, j) ∈ I in equation (5.3), we have that the
previous lemma gives a characterization of admissible index-sets which, when n = 1, coincides
with the definition given by Barnea and Klopsch [3].

Example 5.4. Let γ be an n-tuple in N0
n. Consider the set

V (γ) := {(α, i) ∈ N0
n × {1, . . . , n} | α 6≤ γ}

and let (α, i), (β, j) be two element of it, say α = (αl)
n
l=1 and β = (βl)

n
l=1. Then there exist

k, l ∈ {1, . . . , n} such that αl > γl and βk > γk. If either l or k is not equal to i, the inequality
hα + β − hεi 6≤ γ trivially holds for every positive integer h < βi. Suppose i = l = k. Then
hαi + βi − h ≥ hαi 6≤ γi for every h ≤ βi. It follows that V (γ) is an admissible index-set.

Example 5.5. Of course {(α, i) ∈ N0
n × {1, . . . , n} | |α| > 1} is an admissible index-set, the

associate index-subgroup being the whole Nottingham group. In particular, using Remark 5.4,
we find an embedding of the Nottingham group over R of rank r in the Nottingham group over
R of rank n, whenever r ≤ n

Example 5.6. Let α1, . . . ,αr be in N0
n. Then

{(β, i) | i ∈ {1, . . . , n}, β ≥ αj for some j ∈ {1, . . . , r}}

is an admissible index-set and the corresponding group is indeed K ((tα1 , . . . , tαr )) ∩ Gl 1
n (R)

where K ((tα1 , . . . , tαr )) is the subgroup associated to the ideal generated by tα1 , . . . , tαr defined
in Section 5.1.

Example 5.7. Let r be a positive integer less than n and let I be an admissible index-set in
N0

r × {1, . . . , r}. Then Īn := {((α, αr+1, . . . , αn) , i) | (α, i) ∈ I, αr+1, . . . , αn ∈ N0} is easily
seen to be an admissible index-set.
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Example 5.8. Let J be a non trivial subset of {1, . . . , n} and fix a positive integer s > 1.
Consider the index-set

As := {(α, j) ∈ N0
n × {1, . . . , n} | |α| ≡s 1}

and let (α1, j1) and (α2, j2) be two pairs in it. Then for i = 1, 2 there exists a positive integer
ai such that |αi| = ais+ 1 and for every h ∈ N

|hα1 +α2 − hεi1 | = h(|α| − 1) + |α2| = (ha1 + a2)s+ 1

that is (hα1 +α2 − hεi1 , i2) is in the index-set which therefore is admissible.

Remark 5.7. So far we have not really used the hypothesis on the finite dimension of R over
Fp. Indeed, changing — very slightly — the definition of admissible index-set, we do not even
need R to be an Fp-algebra. According to this change it turns out that also pseudo-algebraic
subgroups presented in Example 4.5 and Example 4.6 (to be more precise: their intersection with
the Nottingham group) are index-subgroups. The next examples, instead, completely rely on R
being an Fp-algebra.

Example 5.9. For every s ∈ N, define Cs to be the subset {(psα, i) | α ∈ N0
n, i ∈ {1, . . . , n}}

of N0
n × {1, . . . , n}. Let (psα, i) and (psβ, j) be pairs in Cs. Then, by Lemma B.4, any non-

negative integer h such that
(
psβ
hεi

)
is not equivalent to 0 modulo p is of the form h = psk. Thus

(kpspsα + psβ − hpsεi, j) is in Cs. Note that when s = 1, the resulting index-subgroup is the
pseudo-algebraic subgroup associated to the trivial group (see Example 4.7).

Example 5.10. Let s be a fixed positive integer and consider the set ∆s of n-tuples β in N0
n

such that 0 ≤ β ≤ (ps − 1)1. It can be easily seen that, for every positive integer x such that
x ≤ |∆s| = psn, there exists a subset Xx ⊆ ∆s of cardinality x such that any α ∈ N0

n is in Xx

whenever α ≤ β for some β ∈ Xx. We define

Cs,Xx
:= {

(
p2sα+ psβ, i

)
∈ N0

n × {1, . . . , n} | i ∈ {1, . . . , n}, α,β ∈ N0
n such that β ∈ Xx}.

Let
(
p2sα1 + psβ1, i1

)
and

(
p2sα2 + psβ2, i2

)
be in Cs,Xx

. Let h be a non-negative integer such
that

(p2sα2+psβ2

(h)εi1

)
is not equivalent to 0 modulo p. Then, by Lemma B.4, we have that h is of the

form h = kp2s + rps for some non-negative integers k and r such that kεi1 ≤ α2 and rεi1 ≤ β2.
Therefore

γ = (kp2s + rps)ps (psα1 + β1) + ps (psα2 + β2)− ps(kps − r)εi1
= p2s ((kps + r)(psα1 + β1) +α2 − kεi1) + ps (β2 − rεi1)

is such that (γ, i2) is in Cs,Xx , that is Cs,Xx is an admissible index-set. Note that C2s = Cs,X1 .

5.2.1 Hausdorff spectrum of the Nottingham group
Here we generalize some arguments used in [3] to obtain some result about the Hausdorff spectrum
of Gl 1

n (R) with respect to the filtration {Gl in (R) | i ∈ N}.
Definition. For every I ⊆ N0

n × {1, . . . , n}, we define the lower and upper density of I to be

ldense (I) := lim inf
j∈N

|{(α, i) ∈ I | |α| ≤ j}|
n|{α ∈ N0

n | 1 < |α| ≤ j}| and (5.4)

udense (I) := lim sup
j∈N

|{(α, i) ∈ I | |α| ≤ j}|
n|{α ∈ N0

n | 1 < |α| ≤ j}| (5.5)
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respectively. When they coincide, then we define the density of I to be dense (I) := ldense (I) =
udense (I).

Remark 5.8. By Lemma B.1 and Lemma 1.2 the denominator in the definition of lower and
upper density can be safely replaced by njn

(n!) = jn

(n−1)! .

The interest in computing the density of an index-set is due to the following lemma.

Lemma 5.9. Let I be an admissible index-set. Then the Hausdorff dimension of J (I) with
respect to {Gl in (R) | i ∈ N} equals the lower density of I.

Proof. By [4, Theorem 2.4], the Hausdorff dimension of J (I) equals

lim inf
j∈N

log |J (I)Gl jn (R) : Gl jn (R) |
log |Gl 1

n (R) : Gl jn (R) |
= lim inf

j∈N
log |J (I) : J (I) ∩ Gl jn (R) |

log |Gl 1
n (R) : Gl jn (R) |

where logp |Gl 1
n (R) : Gl jn (R) | = n(dimFp

R)|{α ∈ N0
n | |α| ≤ j| by Corollary 1.20, while

logp |J (I) : J (I) ∩ Gl jn (R) | = (dimFp R)|{(α, i) ∈ I | |α| ≤ j}|, as, for every positive integer i,
there exists a bijection between the quotient group of J (I) ∩ Gl in (R) over J (I) ∩ Gl i+1

n (R) and
the free R-module generated by {tαEk | (α, k) ∈ I, |α| = i+ 1} (see Corollary 1.20).

Here we list some useful results about the density of index-sets.

Lemma 5.10. Let I be a subset of N0
n × {1, . . . , n}. For every fixed integer d, we have

ldense (I) = lim inf
j≥|d|

|{(α, i) ∈ I | |α| ≤ j + d}|
n|{α ∈ N0

n | |α| ≤ j}|

udense (I) = lim sup
j≥|d|

|{(α, i) ∈ I | |α| ≤ j + d}|
n|{α ∈ N0

n | |α| ≤ j}|

Proof. Assume d is positive. Then |{(α, i) ∈ I | |α| ≤ j + d}| is clearly less than

|{(α, i) ∈ I | |α| ≤ j}|+ n

d∑

l=j+1

(
l + n− 1

n− 1

)

where — by Lemma B.1 — the term n
∑j+d
l=j+1

(
j+n−1
n−1

)
is at most ((j+d+n)n−(d+n)n)/n!, that

is a polynomial of degree n− 1 with respect to j, whereas |{α ∈ N0
n | |α| ≤ j}| is asymptotic to

a polynomial of degree n. Thus n
∑j+d
l=j+1

(
j+n−1
n−1

)
is irrelevant in the computation of the limits.

Similarly we find a lower bound and the same can be done for a negative d.

Lemma 5.11. Let I be a subset of N0
n × {1, . . . , n} and fix δ ∈ N0

n. Then the lower (resp.
upper) density of I coincides with the lower (resp. upper) density of J := {(α+δ, i) | (α, i) ∈ I}.
Proof. This follows from the previous lemma and from the formula

|{(α, i) ∈ J | |α| ≤ j}| = |{(α+ δ, i) | (α, i) ∈ I, |α|+ |δ| ≤ j}| = |{(α, i) ∈ I | |α| ≤ j − |δ|}|
that holds for every positive integer j > |δ|.

Lemma 5.12. Let I be a subset of N0
n × {1, . . . , n}. For every positive integer s, we have

ldense (I) = lim inf
j∈N

|{(psα+ β, i) ∈ I | ps|α| ≤ j and 0 ≤ β ≤ (ps − 1)1}|
n|{psα+ β ∈ N0

n | ps|α| ≤ j and 0 ≤ β ≤ (ps − 1)1}|

udense (I) = lim sup
j∈N

|{(psα+ β, i) ∈ I | ps|α| ≤ j and 0 ≤ β ≤ (ps − 1)1}|
n|{psα+ β ∈ N0

n | ps|α| ≤ j and 0 ≤ β ≤ (ps − 1)1}|
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Proof. This also follows from Lemma 5.10, as

{(α, i) ∈ I | |α| ≤ j − nps} ⊆
⊆ {(psα+ β, i) ∈ I | ps|α| ≤ j and 0 ≤ β ≤ (ps − 1)1} ⊆

⊆ {(α, i) ∈ I | |α| ≤ j + nps}

for every j ≥ nps and the same holds substituting N0
n × {1, . . . , n} to I.

Now we are able to compute some Hausdorff dimensions of the index-subgroups presented in
the examples. Index-sets in Example 5.4 and 5.6 have density 1, by Lemma 5.11.

In Example 5.5, we showed there exists an index-subgroup of Gl 1
n (R) isomorphic to the

generalized Nottingham group of rank m, for every m ≤ n. The (lower) density of the associated
index-set Im is

ldense (Im) = lim inf
j∈N

m|{α ∈ N0
m | |α ≤ j}|

n|{α ∈ N0
n | |α| ≤ j = lim inf

j∈N
(n− 1)!jm

(m− 1)!jn

that is zero whenever m < n.
Let s be a positive integer. For every γ ∈ N0

n, consider the set Cγ := {p2sγ + β ∈ N0
n |

0 ≤ β ≤ (ps − 1)1}, that is the ps-cell of vertex psγ, as defined in Chapter 6, Section 6.1. Fix
1 ≤ x ≤ psn and let Xx be a set as described in Example 5.10. The pairs (α, i) ∈ Cs,Xx such
that α is in Cγ are exactly n|Xx| = nx. Thus, using Lemma 5.12, the density of Cs,x is x/p2sn.
Note that x/p2sn is always less than 1/np. Similarly the density of Cs is 1/psn.

It remains to study Example 5.8 and Example 5.7. So let s be again a fixed positive integer.
Then, by Lemma B.1,

|{(α, i) ∈ As | |α| ≤ j}| = n

b(j−1)/sc∑

k=1

(
ks+ n

n− 1

)

is asymptotic to njn/(n!s) and therefore the density of As is

lim
j∈N

njn/(n!s)

njn/n!
=

1

s

Finally, for index-sets of Example 5.7 we have the most interesting result of this section:

Proposition 5.13. Let I be an admissible index-set in N0
n of density d. Then the set Īn+1 —

where Īn+1 is the index-set defined in Example 5.7 — has density equal to dn/(n+ 1).

Proof. Let us introduce the following notation: for every positive integer j, by Ij (and Īn+1
j )

we mean the set of pairs (α, i) in I (resp. Īn+1
j ) such that α has weight less than j + 1. By

hypothesis, the limit for j that tends to infinity of ((n− 1)!|Ij |) /jn exists and it is equal to
d. It follows that there exist polynomials f(x), g(x) ∈ R[x] of degree n and leading coefficient
d/(n − 1)! such that f(j) ≤ |Ij | ≤ g(j) for every j ∈ N. We want to prove that the limit of(
n!|Īn+1

J |
)
/jn+1 also exists and it is equal to dn/(n+ 1).

For every j ∈ N, the set Īn+1
j can be trivially decomposed as disjoint union — as k ranges

over 2, . . . , j — of subsets Īn+1
k \ Īn+1

k−1 , each of which equals

{
((α, αn+1) , i) ∈ N0

n+1 × {1, . . . , n+ 1} | (α, i) ∈ I, αn+1 ∈ N0 and |α|+ αn+1 = k
}

=

=
{

((α, k − |α|) , i) ∈ N0
n+1 × {1, . . . , n+ 1} | (α, i) ∈ Ik

}
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and in particular has the same cardinality of |Ik|. Thus we have |Īn+1
j | =

∑j
k=2 |Ik|. Let k̄ be

a positive integer such that g(x) is non-decreasing in [k̄,∞) and let c denote
∑k̄−1
k=2 g(k). Using

standard integral arguments, we obtain, for every j ≥ k̄,

|Īn+1
j | ≤ c+

j∑

k=k̄

g(k) ≤ c+

∫ j+1

k̄

g(x)dx = c+

∫ j+1

k̄

(
djn

(n− 1)!
+ [. . .]

)
dx =

=
djn+1

(n+ 1)(n− 1)!
+ [. . .]

where we omitted lower degree terms. Similarly, we may prove that there exists a polynomial
lower-bound djn+1

(n+1)(n−1)! + [. . .] for |Īn+1
j |, that therefore is actually asymptotic to djn+1

(n+1)(n−1)! as
j tends to infinity. It follows that

lim
j∈N

n!|Īn+1
j |

jn+1
= lim
j∈N

n! d

(n+ 1)(n− 1)!
= d

n

n+ 1
,

whence the claim follows.

Corollary 5.14. Let m be a positive integer greater than n, and let I be an index-set in N0
n ×

{1, . . . , n} of density d. Then there exists an index-set in N0
m × {1, . . . ,m} of density dn/m.

This corollary is a strong tool to compute pieces of the Hausdorff spectrum of the generalized
Nottingham group. Indeed, perhaps one of the main results in the paper [3] is the following
theorem.

Theorem 5.15 (Theorem 1.8, [3]). If p > 2, the set of Hausdorff dimensions of index-subgroups
of the (classic) Nottingham group over a p-characteristic finite field Fq with respect to {Gl i1 (Fq) |
i ∈ N} is

inspec(Gl 1
1 (Fq)) :=

[
0,

1

p

]
∪
{

1

p
+

1

pr
| r ∈ N

}
∪
{

1

s
| s ∈ N

}

To prove it, Barnea and Klopsch exhibit explicit index-sets whose density is ζ for each ζ ∈
inspec. Thus we immediately obtain the following

Theorem 5.16. The Hausdorff spectrum of the generalized Nottingham group of rank n over a
finite field of odd characteristic contains

[
0,

1

np

]
∪
{

1

np
+

1

npr
| r ∈ N

}
∪
{
j

ns
| j ∈ {1, . . . , n}, s ∈ N

}

Proof. This theorem is an immediate consequence of Theorem 5.15 and Proposition 5.13. We just
remark that to obtain an admissible index-set of density j/(ns), we take As in N0

j × {1, . . . , j}
and then we extend it to N0

n × {1, . . . , n}.



Part III

The generalized Nottingham group
over a finite field
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Chapter 6

Just infiniteness of the Nottingham
group

In this chapter we are going to prove our main result, namely that the generalized Nottingham
group is hereditarily just infinite. As already said, the motivating reason to introduce the gen-
eralized Nottingham group was finding new just infinite groups. The original definition [34] was
given for the Nottingham group over a finite field of prime order, whereas in Chapter 1 we gave
a more general definition. However for this particular purpose it makes sense to restrict to finite
fields only, as the next results show.

Proposition 6.1. The generalized Nottingham group over R is profinite if and only if R is
profinite.

Proof. If R is profinite, then it is compact and has a base for the neighbourhoods of 0 given
by open and closed ideals [33, Proposition 5.1.2.(d)]. It follows that Gl 1

n (R) is compact and
Hausdorff, topologically being a countable Cartesian product of R with itself. Moreover, every
open neighbourhood of the identity has to contain a subset of the form

{(ti +
∑

α∈N0
n

fi,αt
α)ni=1 ∈ Gl 1

n (R) | fi,α ∈ I for every |α| < j}

for some j ∈ N and open ideal I. But such a subset coincides with the normal closed subgroup
defined in Lemma 4.8, that is Gl 1

n (R) has a base for the open neighbourhoods of the identity
given by normal subgroups.

Conversely, if R is not profinite, then Gl 1
n (R) it is not compact because R itself is not compact

[33, Proposition 5.1.2.(b)].

Proposition 6.2. If Gl 1
n (R) is a just infinite profinite group, then R is a finite field.

Proof. Because of the previous proposition, the ring R is profinite. If it had a proper non-trivial
ideal, then the associated closed normal subgroup defined in Lemma 4.8 would have infinite
index. Thus R is a field, but a topological field is compact if and only it is finite (this may be
considered a consequence of [33, Proposition 5.1.2] as well).

Our proof of just infiniteness for the generalized Nottingham group holds only for odd char-
acteristic field. The statement is probably true for even characteristic fields too; however, as
for the classical Nottingham group, the proofs should rely on different ideas. In particular, one
should find a suitable replacement for Lemma 6.7.
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Thus we fix an odd prime p, a p-power q and the field Fq of order q. Since the “classic”
Nottingham group it is well known to be hereditarily just infinite, we also assume n > 1.

We proceed through four stages, whose results may appear quite technical, but that indeed
have a nice visual interpretation. So, to better clarify the underlying ideas, we will alternate
actual proofs to examples in the particular case when n = 2 and p = q = 3.

Notation 19. Since R and n are fixed, instead of Mn (Fq), M i
n (Fq), Gl 1

n(Fq, n) and Gl in we will
just write M , M i, Gl 1

n and Gl in respectively.

6.1 Technical notation and visual representation
We already defined the support of a formal power series in Chapter 1 (Subsection 1.1.1), of an
element of the generalized Nottingham group (equation 5.1) and its restricted version (equation
5.2). The reader is invited to look back at them as they are going to be a fundamental tool.

For every l ∈ N0, we introduce a function Ψl : N0
n → N0

n such that, for every α ∈ N0
n,

Ψl (α) := max{β ∈ N0
n | plβ ≤ α} (6.1)

while for every s, l, d ∈ N0 and for every χ ∈ N0
n, we define the sets

S (l, d) := {f ∈ Gl 1
n | plΨl (α) = α for all (α, i) ∈ Suppd(f)}

D (s, χ) := {f ∈ Gl 1
n | Ψs (α) = χ for all (α, i) ∈ Supp1(f)}

that will be later useful. Note that f ∈ Gl 1
n is in S (l, d) if and only if there exists g ∈ M 1 such

that f ≡ t + gp
l

modulo M ω(f)+d+1, in other words, if and only if f ∈ J (Cl)Gl ω(f)+d
n , where

J (Cl) is the index-subgroup related to Example 5.9.

Example 6.1. The support of an element can be seen as a vertices subset of the graph given
by n copies of the Cayley graph of N0

n, a picture of which has been given in Example 1.1. So,
for n = 2, the element f = (ti + fi) ∈ Gl 1

n defined by

f =

(
t1 + t1t

2
2 + t21t

2
2 + t41

t2 + t21t2

)

has support represented by

The restricted 1-support is {((0, 3), 1), ((2, 1), 2)} and corresponds to the first line with at least
one black dot, i. e.
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Moreover f is in D (1, 0).

In the graphs in the example, we doubled lines corresponding to the sublattice pN0
n = {pα |

α ∈ N0
n} of N0

n, that will turn out to have an important role in our proof, as well as all
sublattices of the form plN0

n for l ∈ N. Call pl-cell with vertex plχ the subset {α ∈ N0
n |

plχ ≤ α ≤ plχ+ pl−1(p− 1)1}. Then doubled line in previous graphs determine the boundary
of p-cells (more precisely, each double line belongs to the p-cell below). In this language f ∈ Gl 1

n

is in D (s, χ) if and only if its restricted 1-support is contained in the union of the n ps-cells —
one for each copy of the Cayley graph — with vertex psχ and it is in S (l, d) if and only if its
restricted d-support lies on plN0

n.

Lemma 6.3. Let l and s be non-negative integers such that l ≤ s. Then

(i) Ψs (α+ psβ) = Ψs (α) + β for every α β ∈ N0
n;

(ii) Ψs
(
plα
)

= Ψs−l (α) for every α ∈ N0
n;

(iii) Ψs (pα+ β) = Ψs (pα) for every α ∈ N0
n and every β ∈ N0

n such that β ≤ (p− 1)1;

(iv) Ψs
(
plα+ β

)
= Ψs

(
plα
)
for every α ∈ N0

n and every β ∈ N0
n such that β ≤ (pl − 1)1;

(v) if α and β in N0
n are such that Ψs (psα+ β) = α, then β ≤ (ps − 1)1.

Proof. Let γ be in N0
n. Then psγ ≤ α if and only if psγ+ psβ ≤ α+ psβ, whence the first part

of the statement follows.
For the second part, note that psγ ≤ plα if and only if pl(α− ps−lγ) ≥ 0, i. e. if and only if

α ≥ ps−lγ.
The fourth statement can be proved by induction using (iii) and (ii), while we prove (iii) by

showing that Ψs (pα+ β) ≤ Ψs (pα), the converse being trivial. So, let γ ∈ N0
n be such that

psγ ≤ pα + β. Then p(ps−1γ − α) ≤ β ≤ (p − 1)1 that might hold only if psγ ≤ pα, whence
Ψs (pα+ β) ≤ Ψs (pα).

Finally, assume β 6≤ (ps − 1)1 then there exists j ∈ {1, . . . , n} such that β ≥ psεj and
therefore Ψs (psα+ β) ≥ Ψs (psα+ psεj) that equals α+ εj by (i) and (ii).

The very last technical tool we need is the following. Fix a non-negative integer l and a
positive integer d0. Let ω be in N0

n. Then for every f ∈ Fq[[t]] we define

A (l, ω, f , d0) := {(α, i) ∈ Suppd0f | α ≥ plω and Ψl+1 (α) = Ψl+1

(
α− plω

)
}

Example 6.2. Again, the meaning of this last definition will be better explained by an illustra-
tion. Assume f is an element in Gl 1

n whose support is represented by

where single lines denote the lattice plN whereas double lines denote the lattice pl+1N. Then
A (l, ε2, f , 2) is represented by
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while A (l, 2ε2, f , 2) is represented by

and A (l, 2ε1, f , 2)

From these examples it might be clear what is the general rule: the only surviving dots are those
that do not cross double lines when moving backward along with ω. In particular, when f is in
S (l, d0), the set A (l, ω, f , d0) is empty whenever ω 6≤ (p−1)1 and A (l, (p− 1)1, f , d0) only
contains dots that are in the deepest corner of their pl-cell. The next lemma formalizes these
intuitions.

Lemma 6.4. Let α ≥ ω be in N0
n, and let s be a non-negative integer. Then Ψs (α) =

Ψs (α− psω) if and only if there exists β ∈ N0
n such that psω ≤ β ≤ (ps − 1)1 and α =

psΨs (α) + β.

Proof. Let β ∈ N0
n be α − psΨs (α). It is well defined since α ≥ psΨs (α) by definition and it

is less than or equal to (ps − 1)1 by Lemma 6.3, statement (v). Then Ψs (α− psω) is equal to
Ψs (psΨs (α) + β − psω) that equals Ψs (α) if and only if 0 ≤ β − psω ≤ (ps − 1)1, whence the
claim follows.

Note that if we know that α = plα′ for some l ≤ s and some α′ ∈ N0
n, then β = plβ′

for some β′ ∈ N0
n and we can sharpen the upper bound to pl(ps−l − 1)1. In particular, when

s = l+ 1, we have Ψl+1 (α) = Ψl+1

(
α− pl(p− 1)1

)
if and only if α = psΨs (α) + pl(p− 1)1. So,

we have obtained

Corollary 6.5. Let d0 and l be non-negative integers and let f ∈ Gl 1
n be in S (l, d0). Then a

pair (α, i) in the restricted d0-support of f is in A (l, (p− 1)1, f , d0) if and only if α equals
pl+1Ψl+1

(
plα
)

+ pl(p− 1)1.
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Remark 6.6. Let (ci)
|ω|
i=1 ∈ {1, . . . , n}|ω| be such that ω =

∑|ω|
i=1 εci . Then, by Lemma B.4, we

have that for every α = (αi)
n
i=1 ∈ N0

n such that α ≥ plω

∂plεc1∂plεc2 . . . ∂plε|ω|t
α =

α′!
(α′ − ω)!

tα−p
lω

where α′ = (bαi/plc)ni=1 ∈ N0
n. Thus ∂plεc1∂plεc2 . . . ∂plε|ω|t

α is not zero if and only if p does
not divide α′!/(α′ −ω)! ∈ Z, i. e. if and only if Ψ1 (α′ − ω) = Ψ1 (α′) (from a graphical point of
view this means α− plω and α lay in the same pl+1-cell). It follows that (α, i) ∈ Suppd0f is in
A (l, ω, f , d0) if and only if ∂plεc1∂plεc2 . . . ∂plε|ω|t

α is not 0.

6.2 Basic stages of the proof

As already mentioned, the proof is based on four stages that allow to play with the restricted
support of elements. That is to say, given a non-trivial element in a normal subgroup of an open
subgroup of Gl 1

n, we prescribe some modification that can be achieved in the restricted support,
by taking other elements in the same normal subgroup.

Each stage here gives a particular rule and it is independent from the others.

Notation 20. From now on we fix an open subgroup O containing Gl mn , where m is some
positive integer, a closed normal subgroup N of O and a non-trivial element f ∈ N .

First stage

Lemma 6.7. Fix i ∈ {1, . . . , n} and α ∈ N0
n. Then, for every j ∈ {1, . . . , n} and every

δ ∈ N0
n such that |δ| ≥ 2m + 2, there exist D1, D2, D3, D4 ∈ Derm (Fq[[t]]) such that tα+δ∂j =

[[tα∂i, D1] , D2] + [[tα∂i, D3] , D4].

Before approaching its proof, let us see what is the meaning of this lemma. Note that by
linearity of Lie brackets, such a result implies that any element of the form rtα+δ∂j — where
r ∈ Fq, i ∈ {1, . . . , n}, |δ| ≥ 2m + 2 — is in the ideal generated by tα∂i in any subalgebra
of L(Gl 1

n) containing LGl 1n
(Gl mn ) ∼= DermR (R[[t]]). In particular such an ideal contains the Lie

subalgebra
{

n∑

i=1

fi∂i | fi ∈ (tα) E Fq[[t]]

}
∩Der|α|+2m+1 (Fq[[t]]) .

In terms of groups: if f ∈ N is such that ιGl 1n
(f) = tα∂i (recall that ιGl 1n

is the map from Gl 1
n

to the associated Lie ring defined in Section 2.2), then N contains K ((tα)) ∩ Gl |α|+2m+1
n , that,

by Proposition 5.3, equals K
(
(tα) ∩m|α|+2m+2

)
.

Example 6.3. In terms of graphs, what happens is the following: suppose that f has restricted
1-support represented by the highest-level black dot on the graphs. Then any element of Gl 1

n

having support that is a subset of the black bullets set (that is the intersection of the cone with
the highest black dot as vertex and the set of dots below a certain horizontal line that depends
on m and ω (f)) is contained in N .
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Proof of Lemma 6.7. By a direct computation, for every β,γ ∈ N0
n and every j ∈ {1, . . . , n},

we see that

[[
tα∂i, t

β∂i
]
, tγ∂j

]
=
[
(βi − αi)tα+j−εi∂i, t

γ∂j
]

=

γi (βi − αi) tα+β+γ−2εi∂j + (αj + βj − δij)(αi − βi)tα+β+γ−εi−εj∂i. (6.2)

Fix δ ∈ N0
n of weight at least 2m + 2 and let β′,γ′ ∈ N0

n be such that β′ + γ′ = δ and
|β′|, |γ′| ≥ m+ 1. Let k, h ∈ {0, 1, 2} be constants and choose β,γ,λ,µ ∈ N0

n to be

β = β′ + kεi, γ = γ′ + (2− k)εi, λ = β′ + hεi and µ = γ′ + (2− h)εi.

Applying formula (6.2), we obtain (note that βj = β′j = λj)
[[
tα∂i, t

β∂i
]
, tγ∂j

]
= (β′i + k − αi)

(
(γ′i + 2− k)tα+δ∂j − (αj + β′j − δij)tα+δ+εi−εj∂i

)
and

[[
tα∂i, t

λ∂i
]
, tµ∂j

]
= (β′i + h− αi)

(
(γ′i + 2− h)tα+δ∂j − (αj + β′j − δij)tα+δ+εi−εj∂i

)
.

Thus, choosing h such that (β′i+h−αi) is invertible in Fq and denoting by c its inverse, we have

c(β′i + k − αi)
[[
tα∂i, t

λ∂i
]
, tµ∂j

]
−
[[
tα∂i, t

β∂i
]
, tγ∂j

]
= (β′i + k − αi) (h− k) tα+δ∂i,

where the coefficient (β′i+k−αi)(h−k) is a polynomial of degree 2 with respect to k. As p > 2,
such a polynomial is not equivalent to zero modulo p for at least one evaluation of k in {0, 1, 2}.
Thus the claim easily follows by linearity of Lie brackets.

Second stage
Lemma 6.8. Assume f is in D

(
s, p2χ

)
for some s ∈ N and some χ ∈ N0

n. Then, for every
β ∈ N0

n such that ps+2b|β|/2c > m, there exists g ∈ N such that A (0, (p− 1)1, g, 1) is not
empty and g ∈ D (s+ 2, χ+ β).

Example 6.4. The graphical meaning of this lemma is that we can always assume that the
restricted 1-support of f in N has a point in the lowest corner of a p-cell, such as the following
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where the crucial point is the middle black dot in the left graph.

Proof. First we slightly change our hypothesis, possibly allowing f to be in D (s+ 1, pχ) for
some χ and assuming that there exists (γ, i) — where γ = (γi)

n
i=1 — in the restricted 1-support

of f such that γj̃ 6≡p 0 for some j̃ ∈ {1, . . . , n} \ {i}. Without loss of generality we may
assume j̃ = 1. So let β1 ∈ N0

n be such that ps+2|β1| > m and define λ and ν ∈ N0
n to be∑n

j=1(p− 1−xj)εj and λ+ ps+2β1 + ε1 respectively, where each xj is the minimal non-negative
integer in the same residue class of γj modulo p. Then, the commutator g = (tj +gj)

n
j=1 of tνE1

and f is equivalent, by formula (2.2), to t +
∑n
j=1 fj(∂jt

ν)E1 − tν∂1f
′ modulo M ω(f)+|ν|. In

particular gi = −tν∂1fi and thus in the 1-support of g there is (γ + λ + ps+2β1, i) which is in
A (0, (p− 1)1, g, 1). Moreover, any (α, j) in the restricted 1-support of f is either of the form
(α′ +λ+ ps+2β1, j) — where (α′, j) ∈ Supp1f — or of the form (α′ +λ+ ps+2β1 + ε1 − εk, 1)
— where (α′, k) ∈ Supp1f for some k ∈ {1, . . . , n} such that λ ≥ εk. In either case, since
α′ − ps+2χ is less than or equal to (ps+1 − 1)1 because of Lemma 6.3 statement (iv) and λ is
less than or equal to (p− 1)1, we have

ps+2χ ≤ α− ps+2β1 ≤ ps+2χ+ (ps+1 − 1)1 + p1 ≤ ps+2χ+ (ps+2 − 1)1,

whence Ψs+2 (α) = χ+ β1 by statements (iv) and (i) of Lemma 6.3.
Now assume that f is in D

(
s, p2χ

)
as in the statement of this lemma and that for all

(α, i) ∈ Supp1f we have αj ≡p 0 for every j ∈ {1, . . . , n} \ {i}. We want to reduce the proof to
the previous case. Without loss of generality, assume that the depth of f is equal to the order of
f1. Let k be a positive integer and β2 ∈ N0

n be such that ps+2|β2| > m. Then the commutator
h = (ti + hi)

n
i=1 of tp

s+2β2+kε1E2 and f is equivalent to t + kf1t
k−1
1 tp

s+2β2E2 − tk1tp
s+2β2∂2f

modulo M ω(f)+ps+2|β2|+k. So h2 = tk−1
1 tp

s+2β2 (kf1 − t1∂2f2) and for at least one choice of
k ∈ {1, 2} there exists (α, 2) ∈ Supp1h such that α1 6≡p 0. Moreover, for every (α, j) ∈ Supp1h,
the n-tuple α is either of the form α′ + ps+2β2 + (k − 1)ε1 where (α′, 1) ∈ Supp1f , or of the
form α′ + ps+2β2 + kε1 − ε2 where (α′, j) is a pair in Supp1f such that α′ − pΨ1 (α′) ≥ ε2. In
any case,

ps+2χ ≤ α− ps+2β2 ≤ α′ + 1 + 1 ≤ ps+2χ+ (ps + 1)1 ≤ ps+2χ+ (ps+1 − 1)1

whence ψs+1(α) = p(β2 + χ).
So we reduced to the first case and we conclude just noting that, given β ∈ N0

n, there
exist β1 and β2 in N0

n such that β1 + β2 = β and |βi|ps+2 > m for i = 1, 2 if and only if
ps+2b|β|/2c > m.

Third stage
Lemma 6.9. Let d, l be positive integers. Suppose f is in S (l, d) and suppose also that ω (f) ≥
d. Then, for all ζ and β in N0

n having the same weight, every i ∈ {1, . . . , n} and every k ∈
{1, . . . , n} such that ω (f) + 1 = ord (fk), there exists g = t+ g′ ∈ N ∩ S (l, d) such that

Suppd(g) = {(α+ plζ + pvβ, i) | (α, k) ∈ Suppd(f)}

for any v > l such that pv ≥ d. In particular g has depth equal to ω (f) + |ζ|(pl + pv) and it is
in S (l, d).

This lemma is essentially needed to obtain an analogous of Lemma 6.8 when l > 0.

Example 6.5. Suppose f has support represented by
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where single lines stand for the lattice plN0
n and doubled lines for pl+1N0

n. Then, this lemma
implies there exists g ∈ N whose support is represented by

where the top vertex corresponds to xtp
v

1 for some v, x ∈ N.

Proof. Using induction on |ζ| it is enough to prove the statement when |ζ| = 1, that is ζ = εc
and β = εj for some c, j ∈ {1, . . . , n}. By hypothesis there exists h ∈ (Fq[[t]])n such that
f ′ = (h)p

l

+ r where r ∈ M ω(f)+d+1. Then, by formula (1.11), the commutator g = t + g′ of
t+ tp

v

j t
pl

c tkEi and f is given by (see also Corollary B.6)

g′ ≡ fktp
v

j t
pl

c Ei︸ ︷︷ ︸
(g1)

+
∑

|γ|≥pl

(
f ′
)γ
∂γ

(
tp

v

j t
pl

c tk

)
Ei

︸ ︷︷ ︸
g2

+

−
∑

a>0

(tp
v

j t
pl

c ti)
apl(∂aεih)p

l

︸ ︷︷ ︸
g3

−
∑

a>0

(tp
v

j t
pl

c ti)
a(∂εir)

︸ ︷︷ ︸
g4

mod mω(g)+min{ω(f),pv+pl}+1

where
ord (g1) = ω (f) + 1 + pv + pl,

ord (g2) ≥ pl(ω (f) + 1) + pv + 1 ≥ ord (g1) + (pl − 1)ω (f) ,

ord (g3) ≥ pl(pv + pl + 1) + ω (f) + 1− pl ≥ ord (g1) + (pl − 1)(pv + pl),

ord (g4) ≥ pv + pl + 1 + ord (r)− 1 ≥ ord (g1) + d.

Hence the claim follows, as g ≡ t + fkt
pv

j t
pl

c Ei modulo mω(g)+d+1.

Fourth stage
Recall that bgcr, for every g ∈ Fq[[t]] and every r ∈ N , denotes the lowest degree representative
of the class g + mr+1. When g = (gi)

n
i=1 ∈ (Fq[[t]])n, we use the same notation bgcr to denote

(bgicr)ni=1.

Proposition 6.10. Fix ζ ≤ (p − 1)1 and β in N0
n of weight w, say ζ =

∑w
i=1 εci and β =∑w

i=1 εji for (ci)
w
i=1, (ji)

w
i=1 in {1, . . . , n}w. Let v, l, d0, dw be non-negative integers. Suppose that
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(i) v > l and pv > m.

(ii) dw ≥ d0 + w(pl − 1)(pv − 1).

(iii) f is in S (l, dw) and ω (f) ≥ max{pl, dw}.

(iv) A (l, ζ, f , 1) is non-empty, i. e. ∂plεcw ∂plεcw−1
. . . ∂plεc1 bf

′cord(f ′) 6= 0.

Then there exists g ∈ N of depth ω (f) + wpl(pv − 1) such that

g ≡ t+

( ∑

a1...aw

tawp
v

jw
∂awεcw

(
t
aw−1p

v

jw−1
∂aw−1εcw−1

(
. . . ta1p

v

j1
∂a1εc1h . . .

)))pl
mod M ω(g)+d0+1

where h is such that f ≡ t+ hp
l

modulo M ω(f)+dw+1. In particular g is in S (l, d0).

This result is somewhat the converse of the previous one. Assume f is in S (l, d1) for some
large enough positive integer d1. While in Lemma 6.9 we said we may move forward the bounded
d1-support of f with respect to the sublattice pl+1N0

n, here we say we can also move backward
the d0-support for some d0 ≤ d1, but in doing so we are losing some points in the 1-support,
namely those that “cross double lines” in our representation of supports.

Example 6.6. Suppose f ∈ S (l, d1), where d1 >> 0, has the following 1-support

where — as usual — single lines represents plN0
n and double lines pl+1N0

n. Then, for example,
we can find g ∈ S (l, d0) ∩N whose 1-support is

if ζ = ε2 and β = 2pvε1 or
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if ζ = 2ε1 and β = 2pvε1, with the usual conventions.

The proof of this result is also by induction. However, since it is more complicated, we split
it, starting by proving the base case.

Lemma 6.11. Let v, l, d0, d1 be non-negative integers and let j, c be in {1, . . . , n}. Suppose that

(i) v > l and pv > m.

(ii) d1 ≥ d0 + (pl − 1)(pv − 1).

(iii) f is in S (l, d1) and ω (f) ≥ max{pl, d0}.

(iv) A (l, εc, f , 1) is non-empty, i. e. ∂plεcbf ′cord(f ′) 6= 0.

Then there exists g ∈ N of depth ω (f) + pl(pv − 1) such that

g ≡ t+

(∑

a>0

tap
v

j ∂aεch

)pl
mod M ω(g)+d0+1

where f ≡ t+ hp
l

modulo M ω(f)+d1+1. In particular g is in S (l, d0).

Proof. By hypothesis there exists r in (Fq[[t]])n of order at least ω (f)+d1+1 such that f ′ = hp
l

+r
where h, r ∈ (Fq[[t]])n. By equation (1.7) we have

(t + tp
v

j Ec) ◦ f = t+ tp
v

j Ec + hp
l

+ r + fp
v

j Ec

and therefore, applying equation (1.11) to compute the commutator g = t+g′ of f and t+ tp
v

j Ec,
we obtain (see also Lemma B.6)

g′ =
∑

a>0

tap
v

j ∂aεch
pl +

∑

a>0

tap
v

j ∂aεcr − (fj)
pvEc −

∑

α>0

(g′)α∂α
(
tp

v

j Ec + hp
l

+ r + fp
v

j Ec

)

=

(∑

a>0

tap
v

j ∂aεch

)pl

︸ ︷︷ ︸
g1

−
(
fp

v−l

j Ec

)pl

︸ ︷︷ ︸
g2

−
(∑

α>0

(g′)α∂α (tjEc + fjEc)

)pv

︸ ︷︷ ︸
g3

−
(∑

α>0

(g′)α∂αh

)pl

︸ ︷︷ ︸
g4

+
∑

a>0

(tj)
apv∂aεcr

︸ ︷︷ ︸
g5

−
∑

α>0

(g′)α∂αr

︸ ︷︷ ︸
g6

where

ord (g1) = pl(pv + ord (h)− 1) = pl+v + ω (f) + 1− pl = pl(pv − 1) + ω (f) + 1

ord (g2) ≥ pvord (f) ≥ pv(ω (f) + 1) ≥ (pv − 1)(ω (f) + 1− pl) + ord (g1)

ord (g3) ≥ pv ω (g) > ω (g) + ω (f)

ord (g4) ≥ pl ω (g) + plord (h) ≥ ω (g) + ω (f) + 1

ord (g5) ≥ pv + ω (f) + d1 = ord (g1) + d1 − (pv − 1)(pl − 1) ≥ ord (g1) + d0

ord (g6) ≥ ω (g) + ω (f) + d1 > ω (g) + ω (f)
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that is g′ ≡ g1 + g2 + g5 modulo M ω(g)+ω(f)+1. Moreover

(pv − 1)(ω (f) + 1− pl) = (pv − 2)ω (f)− (pl − 1)(pv − 1) + ω (f) ≥
≥ (pv − 2)pl − (pl − 1)(pv − 1) + ω (f) ≥ pv − pl − 1 + ω (f) > ω (f)

and therefore g′ is equivalent to g1 + g5 modulo M ω(g)+ω(f)+1 and to g1 modulo M ω(g)+d0+1.

We are now able to approach the actual proof of Proposition 6.10.

Proof of Proposition 6.10. As already mentioned, we proceed by induction on w, the base case
being an application of the previous lemma. So let ζ′ and β′ equal

∑w−1
i=1 εci and

∑w−1
i=1 εji

respectively and let d1 be equal to d0 + (pv − 1)(pl − 1). Then by inductive hypothesis there
exists g1 = (t+ g′1) ∈ N of weight ω (f) + (w − 1)pl(pv − 1) such that

g1 ≡t+


 ∑

a1...aw−1

t
aw−1p

v

jw−1
∂aw−1εcw−1

(
. . . ta1p

v

j1
∂a1εc1h . . .

)


pl

mod M ω(g)+d1+1.

Note that when aw−1, aw−2, . . . , a1 are all equal to 1, we have

t
aw−1p

v

jw−1
∂aw−1εcw−1

(
. . . ta1p

v

j1
∂a1εc1h . . .

)
= tp

vβ′∂εcw−1
∂εcw−2

. . . ∂εc1h

(see Lemma B.8) and when there exists at least one ai that is greater than 1, then

ord

((
t
aw−1p

v

jw−1
∂aw−1εcw−1

(
. . . ta1p

v

j1
∂a1εc1h . . .

))pl)
≥

≥ pl((pv − 1)w + ord (h)) ≥ pl(pv − 1)w + ω (f) + 1 ≥
≥ ω (g1) + pl(pv − 1)

that is to say g′1 is equivalent to
(
tp

vβ′∂εc1 . . . ∂εcw−1
h
)pl

modulo M ω(g)+2. In particular

∂plεcw bg′1cord(g′1)
equals tp

v+lβ′∂plεcw . . . ∂plεc1 bf
′cord(f ′) and it is not zero by hypothesis. Thus

we can apply the previous lemma, obtaining the desired result.

Corollary 6.12. In the same hypothesis and notations of Proposition 6.10 and assuming also
that ζ = (p− 1)1 and pl(pv − 1)(p− 1) ≥ d0, the resulting g ∈ N has d0-support equal to

Suppd0g =
{(
pl+1Ψl+1 (α) + pv+lβ, u

)
| (α, u) ∈ A (l, (p− 1)1, f , d0)

}

and in particular is in S (l + 1, d0). Moreover, if f is in D (s, χ) for some χ ∈ N0
n and

l < s ≤ v, then g is in D
(
s, χ+ pv+l−sβ

)
.

Proof. First of all observe that, by Lemma B.8, whenever ai < p for every i ∈ {1, . . . , w}, we
have

tawp
v

jw
∂awεcw

(
t
aw−1p

v

jw−1
∂aw−1εcw−1

(
. . . ta1p

v

j1
∂a1εc1h . . .

))
=

= tp
v ∑w

i=1 aiεjw ∂awεcw

(
∂aw−1εcw−1

(
. . . ∂a1εc1h . . .

))
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that, by Corollary B.13, is 0 unless a1 = a2 = . . . = aw = 1, since
∑w
i=1 εji = (p − 1)1. On the

other hand, if there exists at least one i ∈ {1, . . . , w} such that ai = p, then the order of

(
tawp

v

jw
∂awεcw

(
t
aw−1p

v

jw−1
∂aw−1εcw−1

(
. . . ta1p

v

j1
∂a1εc1h . . .

)))pl

is at least

pl(ord (h) + p(pv − 1) + (w − 1)(pv − 1)) =

= ω (f) + ppl(pv − 1) + (w − 1)pl(pv − 1) + 1 = ω (g) + pl(pv − 1)(p− 1) + 1 ≥
≥ ω (g) + d0 + 1..

It follows that g is equivalent to t+
(
tp

vβ∂εjw ∂εjw−1
. . . ∂εj1h

)pl
modulo M ω(g)+d0+1. Further-

more, by Remark 6.6, we have that

Suppd0g ={
(
α+ pl (pvβ − (p− 1)1) , u

)
| (α, u) ∈ A (l, (p− 1)1, f , d0)}

and by Corollary 6.5, we have that (α, u) is in A (l, (p− 1)1, f , d0) if and only if it equals
Ψl+1 (α) + pl(p− 1)1. Therefore

Suppd0g = {
(
pl+1Ψl+1 (α) + pv+lβ, u

)
| (α, u) ∈ A (l, (p− 1)1, f , d0)}

that is g is in S (l + 1, d0). Moreover, for every
(
pl+1Ψl+1 (α) + pv+lβ, u

)
∈ Suppd0g, we have

Ψs
(
pl+1Ψl+1 (α) + pv+lβ)

)
= pv+l−sβ + Ψs (α) by Lemma 6.3, whence we obtain the claim.

6.3 Actual proof

First of all we may mesh up stages 3 and 4 in the following statement.

Proposition 6.13. Let l, s and d0 be positive integers and let v > s be a positive integer such
that pl(pv − 1)(p− 1) ≥ d0 and pv > m. Define d := d0 + n(p− 1)(pl − 1)(pv − 1). Assume f is
such that

(i) it is in S (l, d);

(ii) it is in D (s, χ) for some χ ∈ N0
n;

(iii) its depth is greater than or equal to both pl and d.

Fix (γ, k) ∈ Supp1f and let υ be Ψl (γ)− pΨl+1 (γ) and ζ be (p− 1)1−υ. Then for every β and
η in N0

n of weight |ζ| and n(p − 1) respectively, and every i ∈ {1, . . . , n}, there exists g ∈ N
whose restricted d0-support is

Suppd0g = {
(
pl+1Ψl+1 (α) + pvβ + pv+lη, i

)
∈ N0

n × {1, . . . , n} |
(α, k) ∈ Suppd0f s. t. Ψl (α)− pΨl+1 (α) = υ}.

In particular it is in S (l + 1, d0) and D
(
s, χ+ pv−sβ + pv+l−sη

)
.
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Proof. By Lemma 6.9 there exists g1 ∈ N whose restricted d-support is

Suppd(g1) = {(α+ plζ + pvβ, i) | (α, k) ∈ Suppd(f)}.

Let (α+ plζ + pvβ, i) be in Suppd(g1) for some (α, k) ∈ Suppdf and let δ ∈ N0
n be such that

α = pl+1Ψl+1 (α)+plδ, in particular δ ≤ (p−1)1. By Corollary 6.5 we have that (α+plζ+pvβ, i)
is in A (l, (p− 1)1, g0, d0) if and only if plδ + plζ = pl+1Ψl+1 (δ + ζ) + pl(p − 1)1. This last
condition is equivalent to ζ+δ = (p−1)1, since both ζ and δ are less than or equal to (p−1)1 and
therefore their sum can not contain pεj +(p−1)εj for any j ∈ {1, . . . , n}. Thus (α+plζ+pvβ, i)
is in A (l, (p− 1)1, g0, d0) if and only if δ — that coincides with Ψl (α) − pΨl+1 (α) — equals
υ. In particular (γ + plζ + pvβ, i) is in A (l, (p− 1)1, g0, 1) that is not empty, thus we may
apply Corollary 6.12 in order to find g ∈ N such that

Suppd0g = {
(
pl+1Ψl+1

(
α+ plζ + pvβ

)
+ pv+lη, i

)
|

(α+ plζ + pvβ, i) ∈ A (l, (p− 1)1, g1, d0)}

and the statement follows from the just given characterization of elements (α+plζ+pvβ, i) that
are in A (l, (p− 1)1, g1, d0).

Now we may want to proceed by iteratively applying this proposition. In order to do so,
we need some control over appearing parameters, so we construct two related sequences of co-
efficients. Fix two positive integers s and ds. For every non-negative integer l less than s, we
define {

vl := min{v ∈ N | v ≥ s, pv > m and pl(pv − 1)(p− 1) ≥ dl+1},
dl := dl+1 + n(p− 1)(pl − 1)(pvl − 1).

(6.3)

These two sequences clearly depend on the choices of s and ds. However, since these two param-
eters will be always fixed, we avoid referring to them in our notation.

Proposition 6.14. Let l1 and l2 be positive integers such that 1 ≤ l1 < l2 ≤ s. Assume that:

(i) f is in S (l1, dl1);

(ii) f is in D (s, χ) for some χ ∈ N0
n;

(iii) the depth of f is greater than dl1 (that implies ω (f) ≥ pl2).

Fix (γ, k) ∈ Supp1f and, for every l1 ≤ l < l2, define υl to be Ψl (γ)− pΨl+1 (γ) and let βl and
ηl be any n-tuples in N0

n of weight (p − 1)n − |υl| and n(p − 1) respectively. Then, for every
i ∈ {1, . . . , n}, there exists g in N such that

Suppdl2
g =

{(
pl2Ψl2 (α) +

l2−1∑

l=l1

(
pvlβl + pvl+lηl

)
, i

)
∈ N0

n × {1, . . . , n} |

(α, k) ∈ Suppdl2
f s. t. Ψl (α)− pΨl+1 (α) = υl for every l1 ≤ l < l2

}
.

In particular g is in S (l2, dl2) and in D (s, χ′) where χ′ is χ+
∑l2−1
l=l1

(
pvl−sβl + pvl+l−sηl

)
.
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Proof. This is achieved by a simple induction on l2 − l1, using the previous proposition for the
base case. Let g1 be the element in N obtained by inductive hypothesis on l2 − 1 and l1, that is
g1 such that

Suppdl2−1
g1 =

{(
pl2−1Ψl2−1 (α) +

l2−2∑

l=l1

(
pvlβl + pvl+lηl

)
, i

)
∈ N0

n × {1, . . . , n} |

(α, k) ∈ Suppdl2−1
f s. t. Ψl (α)− pΨl+1 (α) = υl for every l1 ≤ l < l2 − 1

}

and in particular g1 is in S (l2 − 1, dl2−1) and in D
(
s, χ+

∑l2−2
l=l1

(
pvl−sβl + pvl+l−sηl

))
. Since

dl2−1 equals dl2 + n(p − 1)(pvl2−1 − 1)(pl2−1 − 1) by definition, we may apply Proposition 6.13
and — in order to obtain the desired result — it suffices to note that, by Lemma 6.3, (i)

pl2Ψl2

(
pl2−1Ψl2−1 (α) +

l2−2∑

l=l1

(
pvlβl + pvl+lηl

)
)

=

= pl2Ψl2
(
pl2−1Ψl2−1 (α)

)
+

l2−2∑

l=l1

(
pvlβl + pvl+lηl

)

where Ψl2
(
pl2−1Ψl2−1 (α)

)
= Ψl2 (α) by statements (iv) and (v) of Lemma 6.3.

Remark 6.15. We stress the fact that all βl and ηl depend only on the choice of (γ, k) ∈ Supp1f .

Now we can finally sum up all previous results to obtain our main theorem.

Proof of Theorem 0.2. Let (α, i) be in Supp1f . Then the weight of α equals ω (f) + 1 and so it
is clear that α ≤ (ω (f) + 1)1. This means that f is in D (s− 2, 0) for any integer s such that
ps−2 > ω (f) + 1. Fix j ∈ {1, . . . , n} and consider the sequence of {di | s ≥ i ≥ 0} defined in
(6.3) starting from some ds > 0.

Applying Lemma 6.8 we find f0 ∈ N in D (s, x0εj) for some x0 ∈ N and of weight greater
than d0, such that A (0, (p− 1)1, f0, 1) is not empty. Moreover, every g ∈ Gl 1

n is trivially in
S (0, d) for any d ∈ N, so we may safely assume that f0 is in S (0, d0).

By Corollary 6.12 applied to l = 0, f0 and v = v0, there exists f1 ∈ N that is in D (s, x1εj)
for some x1 ∈ N and in S (1, d1).

Now we apply Proposition 6.14 to f1, l1 = 1, l2 = s, i ∈ N and we obtain fs in D (s, xsεj) for
some xs ∈ N and in S (s, ds), that is (α, k) ∈ Supp1fs only if k = i, α = psΨs (α) and Ψs (α) =

xsεj . This means that fs ≡ t+ tp
sxs

j Ei modulo M ω(f)+ds+1. So we may apply Lemma 6.7 and
find thatN containsK

(
mxs+2m+1 ∩ (txs

j )
)
. Since j was arbitrarily chosen and xs does not depend

on j, using Proposition 5.3, we obtain that N contains K
(
mxs+2m+1 ∩ ((txs

1 ) + . . .+ (txs
n ))

)
.

Consider I = (txs
1 )+ . . .+(txs

n ). Let α be of weight greater than or equal to nxs. Then α ≥ xsεj
for some j ∈ {1, . . . , n}, that is tα ∈ I. Thus I contains mxsn and in particular I ∩mxs+2m+1 is
open. By Proposition 5.3, we have that K

(
mxs+2m+1 ∩ I

)
is open and so it is N that contains

it.

6.4 Quantitative version of Theorem 0.2
So we proved that the generalized Nottingham group is hereditarily just infinite. Now we may
wonder “how much” it is hereditarily just infinite. In this section we are going to review the
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proof, in order to prove not only hereditarily just infiniteness of Gl 1
n, but also how large a normal

subgroup should be. In order to get a better result, we slightly change the just shown proof.
Indeed this developed by steps taking every time an element f i ∈ N in D

(
s, χi−1 + βi

)
with

χi−1 depending on f i−1 and βi = xiεj for some xi ∈ N. However we might exploit the more
freedom our tools give us to choose βi other than n-tuples of the form xiεj .

Before, however we prove a lemma we are going to use later.

Lemma 6.16. Let s andm be positive integers and let (di)
s
i=0 and (vi)

s−1
i=0 be the integer sequences

defined in (6.3) for any ds ∈ N. Then vl ≤ vl+1 + dlogp(n)e+ 2 for every 0 ≤ l < s− 1

Proof. Since vl+1 ≥ s and pvl+1 > m by construction, we trivially have that also vl+1+dlogp(n)e+
2 satisfies the same conditions. Thus we only need to verify that pl(p−1)

(
pvl+1+dlogp(n)e+2 − 1

)
,

that is denoted by r, is greater than or equal to dl+1. Let us write just v instead of vl+1. So

r = pl(p− 1)
(
pv+dlogp(n)e+2 − 1

)
≥ pl(p− 1)

(
np2pv − 1

)
≥

≥ pl(p− 1)p(pv − 1) + pl(p− 1)(np2pv − 1− ppv + p)

where by construction pl(p− 1)p(pv − 1) ≥ dl+2 and therefore

r ≥ dl+2 + pl(p− 1)(np2pv − 1− ppv + p).

Now we have

np2pv − 1− ppv + p ≥ (np− 1)ppv + p− 1 ≥ (np− 1)p(pv − 1) ≥ np(pv − 1)

implying that r ≥ dl+2 + n(pl+1 − 1)(p − 1)(pv − 1) = dl+1. Then the claim follows from the
definition of vl.

In our proof of Theorem 0.2 we started from a non-trivial element f of the normal subgroup
N of an open subgroup containing Gl mn . We noticed that f is in D (0, s− 2) for s such that
ps−2 > ω (f) + 1. In the first step we find f0 applying Lemma 6.8. Such an element is in
D (s, β0) for any β0 ∈ N0

n such that psb|β0|/2c > m and must be of weight at least d0. Note that
psb|pv0−ps(p−1)n|/2c > m and by definition pv0 is at least d0, so we may assume psβ0 = pv0 β̃0 for
an arbitrary β̃0 of weight (p−1)n. With an abuse of notation, we write β0 meaning β̃0, so that f0

is in D (s, pv0−sβ0). Then f1 is obtained by Corollary 6.12 and so it is in D (s, pv0−s (β0 + η0))
where |η0| = n(p − 1). Proceeding in the review of the proof, we have fs that is the result
of Proposition 6.14 and therefore it is in S (s, ds) and in D

(
s,
∑s−1
l=0 (pvl−sβl + pvl+l−sηl)

)
,

where each ηl ∈ N0
n is only required to have weight n(p − 1) while βl ∈ N0

n has weight
n(p− 1)− Ψl (γ)− pΨl+1 (γ) for every 1 ≤ l < s, where (γ, k) is a fixed element of Supp1f1. In
particular, for every l ∈ {0, . . . , s− 1}, both βl and ηl have weight at most (p− 1)n.

Since fs is also in S (s, 1), its restricted 1-support is exactly {(∑s−1
l=0 (pvlβl + pvl+lηl), i)} for

an arbitrary i ∈ {1, . . . , n}. Let δ denote
∑s−1
l=0 (pvlβl + pvl+lηl). By Lemma 6.7, we have that

N contains K
(
(tδ) ∩m|δ|+2m+2

)
. Let w denote

∑s−1
l=0 (pvl + pvl+l) and consider any ζ ∈ N0

n of
weight npw. We may write ζ as

∑s−1
l=0

(
ζl + ζ′l

)
where |ζl| = nppvl and |ζ′l| = nppvl+l for every

l ∈ {0, . . . , s − 1}. Then for every l ∈ {0, . . . , s − 1} there exists at least one choice for each
βl and each ηl such that pvlβl ≤ ζl and pvl+lηl ≤ ζ′l for every l ∈ {0, . . . , s − 1} (see Lemma
B.14). Moreover |ζ| = npw = n(p − 1)w + nw ≥ |δ| + 2m + 2 since each pvl is greater than m.
So we have that t+ tζEi is in N for every ζ of weight npw and every i ∈ {1, . . . , n}. But these
elements generate Gl npw−1

n , that therefore is contained in N .
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It only remains to give an upper bound for w in terms of n, p, m and ω (f). By Lemma 6.16
we have vl ≤ vs−1 + (s− 1− l)(dlogp(n)e+ 2), hence we can write

w ≤
s−1∑

l=0

(
pvs−1+(s−1−l)(dlogp(n)e+2) + pvs−1+(s−1−l)(dlogp(n)e+2)+l

)

≤ pvs−1

s−1∑

l=0

((
pdlogp(n)e+2

)l
+ p(s−1−l)(dlogp(n)e+2)+l

)

where (s − 1 − l)(dlogp(n)e + 2) + l equals (s − 1) + (dlogp(n)e + 1)(s − 1 − l) and therefore∑s−1
l=0 p

(s−1−l)(dlogp(n)e+2)+l = ps−1
∑s−1
l=0 (pdlogp(n)e+1)l. Thus

w ≤ pvs−1

((
pdlogp(n)e+2

)s − 1

pdlogp(n)e+2 − 1
+ ps−1

(
pdlogp(n)e+1

)s − 1

pdlogp(n)e+1 − 1

)

≤ pvs−1

(
(ps)

dlogp(n)e+2 − 1

pdlogp(n)e+2 − 1
+

(ps)
dlogp(n)e+2 − ps

pdlogp(n)e+2 − p

)
.

Since n ≤ pdlogp(n)e < pn and s can be chosen so that p2(ω (f) + 1) < ps ≤ p3(ω (f) + 1), we
obtain

w ≤ pvs−1

((
p3 (ω (f) + 1)

)dlogp(n)e+2 − 1

p2n− 1
+

(
p3 (ω (f) + 1)

)dlogp(n)e+2 − p3(ω (f) + 1)

p2n− p

)
.

Finally observe that if ds = 1 — and we can always assume so — then vs−1 = max{blogp(m)c+
1, s}, thus pvs−1 is always less than or equal to max{pm, p3(ω (f) + 1)}.

Therefore we have proved

Theorem 6.17. Let O be an open subgroup of Gl 1
n containing Gl mn for some m ∈ N and let N

be a closed normal subgroup of O. Suppose N 6≤ Gl rn for some r ∈ N (i. e. there exists f ∈ N of
depth r − 1). Then N contains Gl u(r,m)−1

n , where

u(r,m) = max{pm, p3r}np
(

(p3r)dlogp(n)e+2 − 1

p2n− 1
+

(p3r)dlogp(n)e+2 − p3r

p2n− p

)
.

Remark 6.18. In particular the function u(r,m) is asymptotic to (p3r)dlogp(n)e+3 2pn−p−1
(p2n−1)(p2n−p)

as r tends to infinity.



Chapter 7

Abstract randomly generated
subgroups

7.1 Probabilistic identities

Let G be a profinite group. Since it is compact there exists a unique normalized Haar measure
µG for it, obtained by imposing

µG(H) = |G : H|−1

for every open (i. e. finite index) subgroup of G. This is enough to determine it, since cosets of
open subgroups generate the topology and hence the Borel σ-algebra. In this way we turn G
into a probabilistic space.

In late ’90s this point of view in the study of profinite groups knew intensive research. Results
in this area usually aim to determine what can be said about a group in which we know some
probabilistic identity is satisfied. A group is said to satisfy an identity w(x1, . . . , xm) = 1 —where
w(x1, . . . , xm) is a word in m indeterminates — if w(g1, . . . , gm) = 1 for every g1, . . . , gm ∈ G,
while it is said to satisfy a probabilistic identity w(x1, . . . , xm) = 1 if the set of n-tuples in Gn
that satisfy it have positive measure.

In this perspective, Shalev [35] stated some very strong and still open conjectures, among
which there is the following (Conjecture 2): let G be a finitely generated pro-p group satisfying
some probabilistic identity, then it satisfy a related identity.

A consequence [35, Problem 7] of this last conjecture is that any finitely generated pro-p
group which contain an abstract free subgroup of rank d ∈ N should not satisfy any probabilistic
identities. In other words: any d randomly chosen element of G should generate with probability
1 an abstract free subgroup.

Since the Nottingham group contains an abstract free subgroup of rank d for every d ∈ N, it
was a good candidate to test such conjecture.

So, in 2005, Szegedy [39] proved that the conjecture holds for the classic Nottingham group.
In this chapter we extend his proof to the generalized Nottingham group, that is, we prove the
following theorem.

Theorem 7.1. Every k-tuple of randomly chosen elements in Gl 1
n (Fp) generate with probability

one an abstract free group of rank k.

67
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7.2 Proof of the theorem

This is one of the few cases in which an interesting result about the generalized Nottingham group
can be achieved by an easy extension of the proof for the analogous result in the classical case.
So most of the following considerations, formulae and results are somewhat natural extensions
and the only real necessary improvement to make all these work is the use of Proposition 1.12.

So, we proceed along Szegedy’s work. In particular, the entire proof relies on [39, Lemma 9],
whose statement is quoted below.

Lemma 7.2. Let G be a pro-p group with open normal subgroups Gi, Mi — i ∈ N — such that
the following statements hold.

(1) The sequence Gi is a filtration of G.

(2) Gi > Mi for all i ∈ N.

(3) The factors Gi/Mi are elementary abelian p-groups for all i ∈ N.

(4) The images of the group elements are linearly independent under the natural map

σ : G 7→EndFp


⊕

i≥k
Gi/Mi




g 7→
(
σg : (vk, vk+1, . . .) 7→ (vgk, v

g
k+1, . . .)

)

for all natural numbers k.

Then two random elements of G generate a free group with probability 1.

Szegedy himself observed in his paper that this lemma might be extended to show that in the
same hypothesis, any d random elements of G generate an abstract free group with probability 1.
For the sake of completeness, this extended version of Lemma 7.2 is made available in Appendix
C (Lemma C.3).

However, before applying this lemma, we need some variations to formulae given in Chapter
1. By equation (1.7) we obtain that for every f = t+ f ′ and g = t+ g′ in Gl n (Fq)

f ◦ g ≡ t+ f ′ + g′ +
n∑

i=1

gi∂εif mod M 2ω(g)+ω(f)+1
n (R)

where g′ = (gi)
n
i=1. Hence, since ∂εi = ∂i for every i ∈ {1, . . . , n},

f ◦ g ≡ t+ f ′ +
n∑

i=1

gi∂i(f) ≡ f + Jac(f) · g′ (7.1)

modulo M 2ω(g)+ω(f)+1
n (R). We use this last formula to prove

Lemma 7.3. Let f = t+ f ′ and g = t+ g′ be in Gl n (Fq). Then

fg = g−1 ◦ f ◦ g ≡ t+ Jac(g)−1 · (f ′ ◦ g)

modulo M 2ω(f)+1
n (R).
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Proof. Let h denote fg and let h′ be h− t. Since g ◦ h = f ◦ g, by formula (7.1), we have

g + Jac(g) · h′ ≡ f ◦ g mod M 2ω(h)+ω(g)+1
n (R)

whence
h ≡ t+ Jac(g)−1 · (f ◦ g − g) mod M 2ω(h)+ω(g)+1

n (R)

where f ◦ g − g = f ′ ◦ g since f ◦ g = t ◦ g + f ′ ◦ g. So we can observe that ω (h) = ω (f) and
the claim follows immediately.

Remark 7.4. If g = t+ g′ is in Gl 1
n (Fq), that is g′ has order at least 2, then Jac(g) = id +M

where id is the identity n × n matrix and M is an n × n matrix whose entries are in m. Thus
also its inverse have this form.

Remark 7.5. We have not used the hypothesis R = Fq in any part of the proof that therefore
holds for arbitrary rings.

We will apply Lemma 7.2 with Gi = Gl in (Fq) and Mi = Gl 2i
n (Fq), therefore it suffices to

show that for every finite subset {gj | 1 ≤ j ≤ r} of Gl 1
n (Fq), the images of each gj through the

application described in the lemma are linearly independent.
Suppose there exists λj ∈ Fp for every 1 ≤ j ≤ r such that u :=

∑r
j=1 λjσgj is the trivial

application. Then for every i ∈ N and every h ∈ Gl in (Fq), we have (hGl 2i
n (Fq))u = Gl 2i

n (Fq), that
is, by Lemma 7.3 and identifying Gl in (Fq) /Gl 2i

n (Fq) with M i+1
n (R)/M 2i+1

n (R) as in Corollary
1.20,

r∑

j=1

µj · (h− t) ◦ gj ≡ 0 mod M 2i+1
n (R)

where each µj denotes the matrix λjJac
(
gj
)−1.

For every j ∈ {1, . . . , r}, let φj be the automorphism of Fq[[t]] that by Proposition 1.6 is
associated to gj . Let A0 be the open set t1 + m2. Recursively, for all k ∈ {1, . . . , n}, we fix an
element fk of Ak, where Ak is the open subset of

Ak−1 \
{
φ−1
j φi(fl) | i, j ∈ {1, . . . , r}, l ∈ {1, . . . , k − 1}

}

resulting from Proposition 1.12 applied to φ1, . . . , φr. Thus we obtain a set

{fk = t1 + rk ∈ Fq[[t]] | rk ∈ m2, 1 ≤ k ≤ n} ⊆ Fq[[t]]

of formal power series such that fk ◦ gi = φi(fk) equals fl ◦ gj = φj(fl) if and only if i = j and
k = l.

Fix s,m ≥ 0 and let a be a positive integer such that pa > s and pa + s > m. Let i equal
pa + s (so i ≥ m) and choose h to be (tk + fk

i)nk=1 ∈ Gl in (Fq). Then, letting f denote (fk)nk=1,
we have 0 ≡∑r

j=1 µj · (f i ◦ gj) modulo M 2i+1
n (R) and, since 2i+ 1 ≥ 2pa, the equivalence holds

also modulo M 2pa

n (R). When we expand f i, we obtain

f i =
(
fk
pafk

s
)n
k=1

=
((

(t1)p
a

+ (rk)p
a
)
fk
s
)n
k=1
≡
(

(t1)p
a

fk
s
)n
k=1

mod M 2pa

n (R)

so that

0 ≡
r∑

j=1

µj ·
(

(t1
pafk

s)nk=1 ◦ gj
)
≡ t1p

a
r∑

j=1

µj · (f ◦ gj)s mod M 2pa

n (R)
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since (t1
pafk

s) ◦gj = (t1 ◦gj)p
a

(fk ◦gj)s and (t1 ◦gj)p
a ≡ tp

a

1 modulo M 2pa

n (R) for all 1 ≤ j ≤ r
and 1 ≤ k ≤ n. It follows that 0 ≡ ∑r

j=1 µj · (f ◦ gj)s modulo M pa

n (R). As s is completely
arbitrary while a is arbitrarily large we have

0 =

r∑

j=1

µj · (f ◦ gj)s

for every s ∈ N0, in particular for 0 ≤ s ≤ r × n. We can write this condition as a product of
matrices 0 = M · V , where M is a block matrix defined by

M =
(
µ1 µ2 · · · µr

)

whereas

V =




(f ◦ g1)0 (f ◦ g1)1 · · · (f ◦ g1)rn

(f ◦ g2)0 (f ◦ g2)1 · · · (f ◦ g2)rn

...
...

...
(f ◦ gr)0 (f ◦ gr)1 · · · (f ◦ gr)rn


 =




1 (f1 ◦ g1)1 · · · (f1 ◦ g1)nr

1 (f2 ◦ g1)1 · · · (f2 ◦ g1)nr

...
...

...
1 (f1 ◦ g2)1 · · · (f1 ◦ g2)nr

...
...

...
1 (fn ◦ gr)1 · · · (fn ◦ gr)nr




is an nr × nr Vandermonde matrix. Since all fk ◦ gj are pair-wise distinct, the matrix V is
invertible (in the quotient field of Fq[[t]]), thus M must be 0. As all matrices Jac(gj)

−1 are
obviously non-trivial, this implies that each coefficient λj is 0.
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Conclusions

So we have given a complete — to some extent — introduction of the generalized Nottingham
group and some classes of related groups. Still, much has to be done.

Remark 8.1. Many of the claims stated in this chapter are speculations that should be carefully
verified.

Concerning just infiniteness

While we know that the generalized Nottingham group over a finite field of odd characteristic
is hereditarily just infinite, the question is still open for characteristic 2 fields and the other
Cartan type groups. We have already noticed that also for n = 1, the proof of hereditarily just
infiniteness for odd characteristic field is completely different, thus also for n ≥ 2 we expect
something similar to happen.

In general, for Cartan type groups things are still very unclear. However for the special group
there are strong evidences for it to be h. j. i., and we are not so far from a proof. Indeed, with
some minor caveat, stages 3 and 4 of Section 6.2 holds also for the special group, whereas Lemma
6.7 should have a sort of corresponding result. Thus, it only remains to prove something like the
second stage and we do not expect it to be very hard to solve.

It would be desirable there existed some general proof of just infiniteness for Cartan type
groups. We want to remark that this could not rely entirely on the associated algebra. Consider
for example the subgroup K ((tpα)) ≤ Gl 1

n (Fq) associated to the ideal of Fq[[t]] generated by tpα

for some α ∈ N0
n \ {0}. Then the associated subalgebra of L(Gl 1

n (Fq)), that is contained in the
subalgebra associated to any Cartan type subgroup, is in fact an ideal, although the subgroup
is not normal. Thus it is not possible recover just infiniteness of the generalized Nottingham
group — or other Cartan type groups — simply from its associated algebra, differently to what
happens for the classic Nottingham group.

Differences between classic and generalized Nottingham group

The result proved in Chapter 7 is somewhat a simple extension of the corresponding result for
the classic Nottingham group, and also the technics we used for the proof are not so different
with respect to the case n = 1. However this is quite an exception, rather than a rule. There is
plenty of results about the Nottingham group that cannot be easily extended. Some examples are
the fact that it is finitely presented [16], the explicit expression for its abstract commensurator
group [15] and — of course — its just infiniteness. The point is that many of these proofs rely
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— either explicitly or implicitly — on the fact that the classic Nottingham group over a finite
field has finite width, whereas from Corollary 1.20 and Corollary 2.14 we know that this is not
the case when n ≥ 2. Thus the generalized group often require much more effort.

When p ≥ 5, we know [22, 15] that both the automorphism group and the commensurator
group of AutFp[[t]] coincide with AutFp[[t]] itself, thus the Nottingham group, that is a normal
subgroup of it, is somewhat more than characteristic. However, it was already known a priori
that it is characteristic — over any finite field Fq of order a p-power q — since it is the unique
p-Sylow subgroup of AutFp[[t]] ∼= F×p n Gl 1 (Fp). As we have already pointed out, so far we do
not have any analogous result to the above cited ones for n ≥ 2, and the generalized Nottingham
group it is not even a p-Sylow subgroup. However it is still a characteristic subgroup — for odd
prime p — of AutmFq[[t]], that since Fq is a field coincides with AutFq[[t]] (see Remark 1.10).
In fact, the p-Sylow subgroups of GLn(Fq) are the maximal unipotent subgroups [42] and their
intersection is trivial, thus, since AutmFq[[t]] ∼= GLn(Fq) n Gl 1

n (Fq) by Proposition 1.14, the
intersection of all p-Sylow subgroups of it is exactly Gl 1

n (Fq). It follows that also Gl in (Fq) is
characteristic for every i ∈ N, since it is the i-th term of the lower central series (Corollary 2.14).

About pseudo-algebraic groups
Chapter 4 looks like a little inconclusive. The reason is a lack of both time to properly develop
the topic and a clear view on the subject. The idea behind the introduction of pseudo-algebraic
groups was to give another tool to study Cartan type groups. In the chapter we pointed out the
case of the special group that is the intersection of the pseudo-algebraic group associated to SLn
with the Nottingham group. In some sense, we may say that the special Cartan type group is
the “first congruence subgroup” of Sl n (R) as well as so it is the Nottingham group for Gl n (R).
Something similar may be done also for other Cartan type groups. Indeed an automorphism that
fixes a differential form ω must satisfy some differential equations that in turn can be expressed
as polynomial conditions on the Jacobian and therefore a Cartan type sugroup may be seen again
as the “first congruence subgroup” of a pseudo-algebraic group. Moreover, let t + τf be in the
Lie ring of Gl n (R). Then it acts on ω like id + τDf where Df is the associated derivations. So

(id + τDf )ω = ω + τDfω

equals ω if and only if Dfω = 0, that is to say derivations in the Lie ring of the pseudo-algebraic
group are those that annihilate the differential form. So the Lie ring of the pseudo-algebraic
group associated to a Cartan type subgroup is the intersection of the Cartan type algebra and
Der0

R (R[[t]]) (for the contact subgroup things work slightly differently).
About the associated Lie ring. Consider an element t+τf in the Lie ring of a pseudo-algebraic

group G (R) over a ring K. Then its Jacobian matrix is of the form

id + τJac(f)

where id denotes the identity matrix. Let P be a polinomyal in K[X1,1, . . . , Xn,n] defining
the associated algebraic group and write (fi)

n
i=1 for f . Since τ2 = 0, when we evaluate P on

id + τJac(f), we obtain something of the form

c+ τ

n∑

i,j=1

ai,j∂jfi

that should be zero. Thus both c and
∑n
i,j=1 ai,j∂jfi are null. It follows that, for every r ∈ R,

also t+ τrf is in Lie (G) (R) that, therefore, has a structure of Lie R-algebra.
We conclude these considerations about the Lie ring with a conjecture.
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Conjecture 1. The intersection of the Lie ring associated to a pseudo-algebraic group G (R)
with Der1

R (R[[t]]) coincides with the Lie ring in the sense of Chapter 2 of G (R) ∩ Gl 1
n (R).

Note that index-subgroups behave somehow similarly to pseudo-algebraic subgroup. The
intersection of these two families of groups is not trivial, as it can be seen from examples shown
in Chapter 4 and Section 5.2. Actually, fixed any ring K, then it is possible to define the concept
of admissible index-set (in the definition, instead of requiring

(
β
hεi

)
6≡p 0, we ask the natural

image of
(
β
hεi

)
∈ Z into K not to be 0) and Lemma 5.5 still works. Moreover, any index-set that

is admissible for K is also admissible for any K-algebra R. Thus we can construct a map — that
eventually is a functor — from K-algebras to groups, associated to the admissible index-set. We
can also define — in the same way we did for pseudo-algebraic subgroups — an associated Lie
algebra and it should be easy to verify that indeed such a Lie algebra is isomorphic to the Lie
algebra described in Chapter 2 (when we restrict to subgroups of the Nottingham group). So,
the feeling is that both pseudo-algebraic groups and index-subgroups are part of a larger family
of subgroups of Gl n (R) that indeed are images of functors from K-algebras to groups.

We may also use pseudo-algebraic groups to introduce another kind of Cartan type subgroups.
Consider for example the pseudo-algebraic functor Sl n over Zp. By functoriality of pseudo-
algebraic groups, we have a morphism from Sl n (Zp) to Sl n (Fp). Since both involved groups are
profinite, the image of this morphism is a closed subgroup of Sl n (Fp) and using the associated
Lie rings it is possible to see that actually it is a closed proper subgroup. We may therefore
wonder if this group is just infinite. Observe that in this case we can not adapt our proof of
Theorem 0.2, as Proposition 6.10 — that holds for all pseudo-algebraic subgroups — fails.

The introduction of these other “Cartan type” groups is inspiring for another problem. Few
computations should show, using Proposition 3.4, that the Hausdorff dimension of the special
group over a finite field Fq — with respect to {Gl in (Fq)}i∈N — is (n − 1)/n + 1/(npn) (by the
way, this value is not taken into account by Theorem 5.15). The appearance of 1/(npn) is due
to the fact that every pseudo-algebraic group (and thus every Cartan type group) contains the
trivial pseudo-algebraic group, whereas — as we have just seen — the image of Sl n (Zp) does
not.

Conjecture 2. Let G be a pseudo-algebraic functor over Zp associated to an algebraic group
of dimension m ≤ n. Then the image of G (Zp) in Gl n (Fp) has Hausdorff dimension — with
respect to {Gl in (Fp)} — equal to m/n.

Question 1. Let G be a pseudo-algebraic functor associated to an algebraic group of dimension
m. Is there a formula depending only on p, m and n to compute its Hausdorff dimension?

About this question, notice that the Hausdorff dimension of the trivial pseudo-algebraic
subgroup — computed in Section 5.2 — is 1/pn.

Finally, it might also be interesting to study what happens making the same construction
of pseudo-algebraic subgroups changing the base algebra. For example, considering the auto-
morphism group of some quotient of R[[t]], or taking the total algebra on some monoid other
than N0

n. In the first case we obtain groups related to subgroups defined in Section 5.1. In
particular, dealing with R[[t]]/m2 we obtain exactly the linear algebraic groups. We could even
completely change the group AutmR[[t]]. For example, groups constructed similarly to pseudo-
algebraic subgroups can be obtained in the group of invertible germs in 0 of derivable functions
Rn → Rn.
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Appendix A

Inverse limits

Let X = {Xλ, πλµ : Xµ → Xλ, Λ} be an inverse system of topological spaces (groups), in the
notation of [33]. Using Bourbaki’s convention [9] we define the inverse limit lim←−X of X to be

X := {(xλ)λ∈Λ ∈
∏

λ∈Λ

Xλ | πµλ(xλ) = xµ for every λ ≥ µ ∈ Λ} (A.1)

We denote πλ the restriction of the canonical projection
∏
λ∈ΛXλ :→ Xλ to X.

Proposition A.1 (Universal property). Let Y be a topological space (group) and let {ρλ : Y →
Xλ | λ ∈ Λ} be a family of continuous maps (homomorphisms) such that πλµ ◦ρµ = ρλ whenever
λ ≤ µ. Then there exists a unique continuous map (homomorphism) ρ : Y → X such that
ρλ = πλ ◦ ρ.

Proof. This might be considered a standard result. Bourbaki proves it [9, Chapter III, §7.2,
Proposition 1] in the category of sets, but it can be easily extended in our setting. Otherwise
the proof of [33, Proposition 1.1.1] also implies this proposition.

Remark A.2. In [33] it is observed that the map X 7→ lim←−X is a functor from the category
of inverse systems (see Section 1.1 of [33] for a definition of morphism of inverse systems) over
topological spaces (groups) to the category of topological spaces (groups).

In what follows we assume that each Xλ is Hausdorff.

Proposition A.3 (Lemma 1.1.2 [33]). The inverse limit of X is a closed subset of
∏

ΛXλ.

Proposition A.4. Suppose Λ = N and each πλµ is surjective. then the projection πλ : lim←−X →
Xλ, that is the restriction to lim←−X of the canonical projection

∏
ν∈ΛXν → Xλ, is surjective for

every λ ∈ Λ. In particular lim←−X is not empty.

Proof. Since, by our Definition (A.1), the forgetful functor from the category of topological space
(groups) to sets preserves inverse limits, our claim follows from [9, Chapter III, §7.4, Proposition
5].

From now on, we assume that Λ is N and all maps πλµ are surjective.

Lemma A.5. Every open neighbourhood O of any x = (xλ)λ∈Λ in lim←−X contains π−1
λ̄

(xλ̄) for
some λ̄ ∈ Λ.
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Proof. Since we are considering the topology induced by
∏
λ∈ΛXλ, the open neighbourhood

O must contain lim←−X ∩
(∏

λ≤λ̄Oλ ×
∏
λ>λ̄Xλ

)
for some λ̄ ∈ Λ, where each Oλ is an open

neighbourhood of xλ in Xλ. In particular

lim←−X ∩


∏

λ<λ̄

Xλ × {xλ̄} ×
∏

λ>λ̄

Xλ


 =

∏

λ≤λ̄
{xλ}×

∏

λ>λ̄

π−1
λ̄λ

(xλ̄) = lim←−X ∩


∏

λ≤λ̄
{xλ} ×

∏

λ>λ̄

Xλ




is the preimage of xλ̄ through πλ̄ and it is contained in O.

Proposition A.6. Let S be a closed subset of lim←−X . Then S equals lim←−X ∩
∏
λ∈Λ πλ(S). In

particular S is isomorphic to lim←−πλ(S).

Proof. Clearly S ⊆ lim←−X ∩
∏
λ∈Λ πλ(S). Let s = (sλ)λ∈Λ be in lim←−X ∩

∏
λ∈Λ πλ(S) and let O

be an open neighbourhood of s in lim←−X . Then O contains π−1
λ̄

(sλ̄) that — since sλ̄ ∈ πλ̄(S) —
in turn contains an element of S. Thus we proved that lim←−X ∩

∏
λ∈Λ πλ(S) is contained in the

closure of S, that is S itself, and so the claim follows.



Appendix B

Combinatorial computations

Lemma B.1. For every a, b, c ∈ N

(cb)n+1 − (ca− c))n+1

(n+ 1)!c
≤

b∑

j=a

(
cj + n

n

)
≤ (cb+ n+ c)n+1 − (ca+ n)n+1

(n+ 1)!c

and in particular
∑b
j=a

(
j+n
n

)
is asymptotic to bn+1/ (c(n+ 1)!) as b tends to infinity.

Proof. First of all, we may observe that

b∑

j=a

(
cj + n

n

)
=

b∑

j=a

(cj + n)(cj + n− 1) · · · (cj + 1)

n!





≤ 1

n!

b∑

j=a

(cj + n)n

≥ 1

n!

b∑

j=a

(cj + 1)n

Since the function R≥0 → R that maps x to xn is non-decreasing, we have that c(cj + n)n ≤∫ c(j+1)+n

cj+n
xndx and c(cj + 1)n ≥

∫ cj+1

c(j−1)+1
xndx, whence

b∑

j=a

(
cj + n

n

)




≤ 1

n!c

∫ c(b+1)+n

ca+n

xndx =
1

n!c

[
xn+1

n+ 1

]cb+c+n

ca+n

≥ 1

n!c

∫ cb+1

c(a−1)+1

xndx =
1

n!c

[
xn+1

n+ 1

]cb

c(a−1)

yielding the claim.

Remark B.2. Actually it can be easily proved — by induction or using Lemma 1.2 — that∑b
j=a

(
j+n
n

)
is exactly

(
b+n+1
n+1

)
−
(
a+n
n+1

)
.

Lemma B.3. Let p be a prime. The product of all elements of the multiplicative group of a
finite field of order p equals −1. In other words:

∏p−1
i=1 i ≡p −1.

Proof. All elements of the field satisfy the equation T p − T = 0. In particular, all non-null
elements satisfy T p−1 − 1 = 0. Therefore

∏
a∈F×p (T − a) = T p−1 − 1, whence

∏

a∈F×p

a = (−1)p−1
∏

a∈F×p

a =
∏

a∈F×p

(−a) = −1
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We recall that, by convention, the binomial coefficient
(
a
b

)
is equal to zero whenever a < b.

Lemma B.4. Let p be a prime and a ≥ b be positive integers whose p-adic expansions are∑r
i=0 aip

i and
∑s
i=0 bip

i respectively, where blogp bc = s ≤ r = blogp ac and ai, bi ∈ {0, . . . , p−1}
for every i. Then

(
a
b

)
≡p
∏r
i=0

(
ai
bi

)
where we assume bi to be zero whenever i > s.

Proof. All along this proof, for every non-negative integer x, the symbol {x} denotes some —
we do not care which one — non-negative integer equivalent to x modulo p.

First assume b = b1p+ b0 and a = a1p+ a0 for some non-negative integers b1, a1, b0, a0 such
that b0, a0 < p. Then

a! = (a1p+ a0)(a1p+ a0 − 1) · · · (a1p+ 1)(a1p)! = {a0!}(a1p)!

with (a1p)! that equals

a1p (a1p− 1) · · · (a1p− p+ 1)︸ ︷︷ ︸
(∗)

(a1 − 1)p (a1p− p− 1) · · · (a1p− 2p+ 1)︸ ︷︷ ︸
(∗)

(a1 − 2)p · · · p (p− 1)!︸ ︷︷ ︸
(∗)

where each product denoted by (∗) is equivalent to −1 modulo p. Therefore

(a1p)! = a1!pa1{(−1)a1}

and analogous results hold for b. It follows, if a0 ≥ b0 — since a− b = (a1 − b1)p+ (a0 − b0) —
(
a

b

)
=

{a0!}a1!pa1{(−1)a1}
{b0!}b1!pb1{(−1)b1}{(a0 − b0)!}(a1 − b1)!pa1−b1{(−1)a1−b1} ≡p

(
a0

b0

)(
a1

b1

)
(B.1)

On the other hand, if b0 > a0, then we write a− b as (a1 − b1 − 1)p+ p+ a0 − b0, obtaining
(
a

b

)
=

{a0!}a1!pa1{(−1)a1}
{b0!}b1!pb1{(−1)b1}{(p+ a0 − b0)!}(a1 − b1 − 1)!pa1−b1−1{(−1)a1−b1−1}

=
p{a0!}a1!{(−1)}

{b0!}b1!{(p+ a0 − b0)!}(a1 − b1 − 1)!
= p(a1 − b1)

(
a1

b1

) {a0!}
{b0!}{(p+ a0 − b0)!} ≡p 0

that is obviously equivalent to
(
a0
b0

)(
a1
b1

)
.

Thus we may proceed by induction on r to prove the statement.

Corollary B.5. Let p be a prime and fix three positive integers a, b and s. Then
(
aps

b

)
≡p 0

unless b = psb′ for some b′ ∈ N0 and in that case
(
aps

b′ps
)
≡p
(
a
b′
)
.

Corollary B.6. Let p be a prime and R be an algebra over the finite field of order p. Fix a
positive integer s. For every α ∈ N0

n, and every f ∈ R[[t]], we have

∂α

(
fp

s
)

= (∂α′f)
ps

if there exists α′ ∈ N0
n such that α = psα′, otherwise it is 0.

Corollary B.7. Let p be a prime and a, b, l non negative integers such that both a and b are less
than pl+1, but a+ b is not. Then

(
a+b
a

)
≡p 0.

A proof of this last corollary may be found in [38, Lemma 3.5.8], however we give an other
version relying on previous results.
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Proof. Let a = a0+a1p+. . . alp
l, b = b0+b1p+. . . blp

l and a+b = (a+b)0+(a+b)1p+. . . (a+b)mp
m

be the p-adic expansions of a, b and a+ b respectively (of course m > l, actually m = l+ 1). By
hypothesis there exists i ≤ l such that ai + bi > p and therefore (a+ b)i = ai + bi− p ≤ ai. Thus(

(a+b)i
ai

)
= 0 and the claim follows from Lemma B.4.

Lemma B.8. Let R be an Fp-algebra for some prime p. Let l be a positive integer and let
α ∈ N0

n be such that α ≤ (pl − 1)1. Then ∂αfp
l

g = fp
l

∂αg for every f, g ∈ R[[t]].

Proof. For every γ ∈ N0
n, let γ0 ≤ (pl − 1)1 and γ1 be such that γ = plγ1 + γ0. Then, by

Lemma B.4, we have

∂α(tp
lβtγ) =

(
γ1 + β

0

)(
γ0

α

)
tp

lβ+γ−α = tp
lβ

(
γ1

0

)(
γ0

α

)
tγ−α = tp

lβ∂αt
γ

for every β ∈ N0
n. So the claim follows from Fp-linearity of the map f ∈ R[[t]] 7→ fp

l ∈ R[[t]].

Lemma B.9. Let α and β be in N0
n. Then for every f ∈ R[[t]], we have ∂α∂βf =

(
α+β
β

)
∂α+βf .

Proof. It suffices to prove the statement for f = tγ for any γ ∈ N0
n. Thus

∂α∂βt
γ = ∂α

(
γ

β

)
tγ−β =

(
γ − β
α

)(
γ

β

)
tγ−α−β

where one might check that
(
γ − β
α

)(
γ

β

)
=

(
α+ β

α

)(
γ

α+ β

)

so that, by definition, ∂α∂βtγ =
(
α+β
α

)
∂α+βf as requested.

Corollary B.10. For every α and β in N0
n, the maps ∂α and ∂β commute.

Corollary B.11. Let p be a prime and assume R is an Fp ∼= Z/pZ-algebra. Let s be a positive
integer. Then, for every α ≤ (ps − 1)1 and every β ∈ N0

n. We have ∂psβ∂α = ∂psβ+α.

Proof. It is a simple consequence of Lemma B.9 and Lemma B.4.

Corollary B.12. Let p be a prime and assume R is an Fp ∼= Z/pZ-algebra. Let l be a positive
integer and α,β ∈ N0

n be such that both of them are less than (pl − 1)1, but their sum is not.
Then ∂α∂βf = 0 for every f ∈ R[[t]].

Proof. By Lemma B.9 we have

∂α∂β =

(
α+ β

α

)
∂α+β

that is zero because of Corollary B.7.

Corollary B.13. Let p be a prime and assume R is an Fp ∼= Z/pZ-algebra. Let α1, . . . ,αm ∈
N0

n — where m > 1 — and l ∈ N be such that αi ≤ (pl − 1)1 for every 1 ≤ i ≤ m, but∑m
i=1αi 6≤ (pl − 1)1. Then ∂α1

∂α2
. . . ∂αm

f = 0 for every f ∈ R[[t]].
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Proof. Let j ≤ n be such that
∑j
i=1αi ≤ (pl − 1)1 but

∑j+1
i=1 αi 6≤ (pl − 1)1. Because of the

Lemma B.9, we have

∂α1∂α2 . . . ∂αmf = c∂α1+...+αj∂αj+1 . . . ∂αmf

where c is some positive integer integer and ∂α1+...+αj∂αj+1 is the zero R-linear endomorphism
because of the previous corollary.

Lemma B.14. Let x,w be non-negative integers. For every β ∈ N0
n of weight x(w + n − 1)

there exists α of weight w such that xα ≤ β.

Proof. If w = 0 the claim is trivial. Assume w = 1. Then for every β = (βi)
n
i=1 of weight

x(1 + n − 1) = nx there exists j ∈ {1, . . . , n} such that βj ≥ x and therefore xεj ≤ β. Now we
proceed by induction. Let w be greater than 1. Then, by inductive hypothesis, for every β ∈ N0

n

of weight x(w + n − 1) there exists α1 ∈ N0
n of weight w − 1 ≥ 1 such that xα1 ≤ β. Thus

β− xα1 has weight x(1 + n− 1) and applying again inductive hypothesis there exists α2 ∈ N0
n

of weight 1 such that xα2 ≤ β − xα1. Thus α = α1 +α2 satisfies our requirements.
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Miscellanea

Proposition C.1. Let H be an abstract group endowed with a topology such that there is a
family of open normal subgroups {Hi}i∈i that form a base for the neighbourhoods of 1. Then H
is a topological group.

Proof. Let g and h be in H. Then any open neighbourhood of gh (resp. g−1) contains ghHi (resp.
g−1Hi) for some i ∈ I and gHi × hHi (resp. gHi) is an open neighbourhood of (g, h) ∈ H ×H
(resp. g ∈ H) whose image is contained — indeed they coincides — in ghHi (resp. g−1Hi).

Lemma C.2. Let G be a topological group and {Gi} an N -series. Then for every i, j, l ∈ N,
every f, g, h in Gi, Gj , Gl respectively,

r := [[f, g] , h] [[g, h] , f ] [[h, f ] , g] ∈ Gi+j+l+1

is in Gi+j+l+1.

Proof. By direct computations

r = [g, f ] [fh, g] [gf, h] [h, f ]
g

= [g, f ] [gf, h] [fh, g] [[fh, g] , [gf, h]] [h, f ]
g

=

= [g, f ] [gf, h] [fh, g] [h, f ]
g

︸ ︷︷ ︸
(∗)

[[fh, g] , [gf, h]] [[[fh, g] , [gf, h]] , [h, f ]
g
]︸ ︷︷ ︸

(∗∗)

where one can verify that (∗) = 1, whereas (∗∗) ∈ Gmin{i,l}+j+min{j,i}+i.
If i 6> max{j, l} then the claim follows immediately. Otherwise, since Gi+j+l/Gi+j+l+1 is

commutative, we have

r ≡ [[g, h] , f ] [[h, f ] , g] [[f, g] , h] mod Gi+j+l+1

and we can repeat the same computations shifting f, g, h.

Lemma C.3 (Lemma 9 [39]). Let G be a pro-p group with open normal subgroups Gi, Mi with
i ∈ N such that the following statements hold.

(1) The sequence Gi is a filtration of G.

(2) Gi > Mi for all i ∈ N.

(3) The factors Gi/Mi are elementary abelian p-groups for all i ∈ N.
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(4) The images of the group elements are linearly independent under the natural map

σ : G 7→EndFp


⊕

i≥k
Gi/Mi




g 7→
(
σ(g) : (vk, vk+1, . . .) 7→ (vgk, v

g
k+1, . . .)

)

for all natural numbers k.

Then d random elements of G, for any positive integer d, generate a free group of rank d with
probability 1.

Before proving the lemma, we have to make some observation. Let w0 be a word in the free
group F of rank r generated by x1, . . . , xr. Then it is possible to show by induction on the
length of w0 that there exists a positive integer s, a sequence (ji)

s
i=1 ∈ {1, . . . , r}s, a sequence

(εi)
s
i=1 ∈ {−1, 1}s and words wi and zi in F such that wi−1 = ziwi for every 1 ≤ i ≤ s with the

following property: for every group homomorphism φ : F → G such that φ(xi) = aibi for some
a1, . . . , ar, b1, . . . , br ∈ G, we have

φ(w) = φ̃(w)

s∏

i=1

(bj1
εi)φ̃(wi) (C.1)

where φ̃ is the homomorphism F → G such that φ̃(xi) = ai for every 1 ≤ i ≤ r.
We can now face the proof of Lemma C.3.

Proof. Let Sw denotes the set of d-tuples (ai)
d
i=1 inGd that satisfy the equation w(a1, . . . , ad) = 1.

We want to prove that for any word w in the free group F (x1, . . . , xd) generated by x1, . . . , xd,
the equation w(a1, . . . , ad) = 1 is satisfied with probability 0 in Gd. The claim then follows, since
the set of d-tuples in Gd that do not generate a free group of rank d is

⋃
w∈F (x1...,xd) Sw, that is

the union of countably many null sets and therefore it has measure 0.
So, assume it is not the case, that is to say there exists a reduced word w ∈ F (x1, . . . , xn)

such that µGd({(ai)di=1 ∈ Gd | w(a1, . . . , ad) = 1}) = ε > 0. We may also assume that w is
minimal, i. e. for every word s of length less than the length of w the set of d-tuples (ai)

d
i=1 in

Gd such that s(a1, . . . , an) = 1 has measure 0. Then the set

H := Sw \


 ⋃

l(s)<l(w)

Ss




— where l denotes the length function — has positive measure. By [39, Proposition 7], there
exists a d-tuple (ai)

d
i=1 in Gd and a positive integer k such that

µGd(H ∩ (aiGj)
n
i=1)

µGd((aiGj)ni=1)
> 1/p (C.2)

for every j ≥ k.
For every positive integer j consider the map φj : (Gj/Mj)

d → (Gj/Mj) that maps each
(v1Mj , . . . , vdMj) ∈ (Gj/Mj)

d to w(a1v1Mj , . . . , advdMj). Since w(a1, . . . , ad) is trivial, the
subgroup Gj is normal in G and Gj/Mj is elementary abelian, by equation (C.1) the map φj is
Fp-linear.

On the other hand, equation (C.1) also implies that w(a1v, a2, . . . , ad) =
∏s
i=1(vεi)wi(a1,...,ad)

for some s ∈ N0, some terminal subwords wi (1 ≤ i ≤ s) and some sequence of (εi)
n
i=1 ∈ {−1, 1}s.
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So φj(vMj ,Mj , . . . ,Mj) equals the image of v through the endomorphism of Gj/Mj given by∑s
i=1 εiσ(wi(a1, . . . , ad)). Moreover we may assume without loss of generality that w has length

greater than 1 and starts with x1, so that there exists at least one non trivial word wi, and
that all words wi are distinct — otherwise there would be consecutive occurrences of v (or
v−1) in the expression of w(a1v, a2, . . . , ad) — and therefore so they are the corresponding el-
ements wi(a1, . . . , ad) in G by definition of H. By hypothesis there exists j > k and v ∈ Gj
such that its image through

∑s
i=1 εiσ(wi(a1, . . . , ad)) is not trivial, i. e. the map φj is not triv-

ial. Then its kernel K has codimension at least 1 and therefore |Gj/Mj : K| ≥ p. Since
K = (a−1

i )ni=1 (H ∩ (aiGj)
n
i=1) /Mj , this implies µGd (H ∩ (aiGj)

n
i=1) ≤ 1

pµGd((aiGj)
n
i=1), con-

tradicting inequality (C.2).
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